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Abstract

A systematic review (SR) is a type of literature review that appraises and synthesises the work of
primary research studies to answer one or more research questions. However, the process is time-
consuming and labour-intensive; a systematic review typically takes more than two years, requires a
median of 1,110 hours of effort, and can cost in excess of $350K. Researchers face steep challenges in
identifying and screening relevant studies from vast and continually growing literature pools, often
leading to lengthy review processes that can stall critical decision-making. Despite the availability of
advanced search tools, current approaches can retrieve an overwhelming number of potential studies,
with few genuinely relevant ones hidden among them.

This dissertation investigates the potential of artificial intelligence (Al) to alleviate the burden of
SRs. In particular, it examines how Al-driven methods can streamline or assist with systematic review
creation without sacrificing the accuracy on which SRs depend. This thesis investigates approaches
that had been missed in prior research—many of which attempt to apply the most recent advances
in information retrieval and large language models (LLMs). In particular, it empirically evaluates:
(1) the possibility of using external knowledge during systematic review creation—such as a set
of example studies (seed studies)—to determine whether integrating this knowledge with existing
Al methods could provide any additional benefit, (2) Al-assisted automated query generation, (3)
automatic identification of relevant documents, which is typically identified through screening using
studies retrieved by the query.

Through an extensive set of experiments on multiple existing systematic review collections, this

thesis concludes that:

« Utilising Seed Studies Yields Better Automation: Leveraging seed studies is confirmed to be
useful for automating systematic review creation, including assisting with the creation of queries

and enabling ranked screening (so that relevant studies can be identified faster).

* Al-Assisted Query Generation Improves Query Effectiveness: Al-driven approaches to
query formulation (such as the use of generative LLLMs) produce more precise initial searches,
minimising irrelevant studies without missing important ones. However, caution is advised due
to the inherent stochasticity of generative models. Additionally, the use of Al can effectively

suggest structured terms (e.g., MeSH terms) to refine systematic review queries.

* Automated/Ranked Screening Is Possible but Requires Further Exploration: Neural meth-
ods for ranking or automatic classification can be used for screening and may assist the current
systematic review pipeline in reducing costs. Nevertheless, these methods may not yet reach

their full potential, and further research is needed to enhance their effectiveness.

Overall, these findings demonstrate the promise of integrating Al-driven methods into systematic
review workflows. By using seed studies, automating query generation through cutting-edge language

models, and applying automated screening techniques, researchers can substantially reduce the time



and effort required to identify the most relevant literature. Yet, the results also underscore the
importance of continued exploration and careful implementation, particularly regarding the variability
of generative models and the evolving capabilities of neural ranking approaches. Moreover, while
the technical innovations presented here are demonstrated within the context of systematic reviews,
they have broader applicability to other professional tasks that rely on complex Boolean queries, such
as patent, legal, financial, and news searches. Taken together, this thesis lays a foundation for more
efficient, cost-effective, and robust systematic review processes, while highlighting avenues for future

innovation in Al-enhanced evidence-based medicine.
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Chapter 1

Introduction

Systematic reviews are the cornerstone of evidence-based healthcare, offering rigorous evaluations
of literature to address focused research questions. Their methodology is critical across various
domains—particularly in medicine and clinical practice—where they inform guidelines, support
decision-making, and shape policy by systematically identifying, appraising, and synthesising evidence
from diverse studies. For example, a systematic review might explore the high-impact question, “What
is the effect of novel gene-editing therapies on patient survival and quality of life in advanced cancers?”
This question is of high importance because advanced cancers remain a leading cause of mortality
worldwide, and uncovering whether these cutting-edge treatments can significantly extend life and
enhance patient wellbeing has profound implications for clinical practice, research investment, and
overall healthcare strategies. By aggregating and analysing data from multiple research studies,
systematic reviews provide the most robust and comprehensive evidence available, often guiding
pivotal decisions in medical practice and healthcare policy.

However, as depicted in Figure [I.T] achieving this thorough standard is often associated with
substantial costs in terms of time and labour [92, 112, (148 [153]]. For instance, median value of the
total time taken for a systematic review in the medical field can require 1,110 hours of expert effort,
spanning the formulation of queries, screening of literature, and data synthesis [21,/112]. This intensive
demand mainly arises from the need to ensure that reviews are exhaustive and unbiased, covering all

relevant studies to avoid skewed outcomes that could misinform clinical practices or policy decisions.

1.1 How Systematic Reviews are Created

Systematic reviews are typically multi-staged, as illustrated in Figure[I.1] The process begins with
defining a precise research question and developing a protocol that outlines the objectives, inclu-
sion criteria, and methodology of the review. Next, a comprehensive search strategy is formulated,
typically relying on Boolean queries to retrieve potentially relevant articles. Crafting these queries
is inherently challenging, as they must strike a balance between sensitivity (capturing all relevant

studies) and specificity (excluding irrelevant ones). This task is further complicated by the fact that
1
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Figure 1.1: Overview of systematic review process, with approximate time estimation for each step.

those formulating the queries often lack full knowledge of the structure of the search space or the
features that distinguish relevant from non-relevant documents. To mitigate this, researchers frequently
begin with a small set of highly relevant studies—referred to as seed studies—which help ensure
critical literature is captured and inform iterative refinements to the search terms and logic. Once
candidate studies have been identified, they undergo a screening process at the title and abstract level
to exclude clearly irrelevant records. Studies that pass this initial screening are then assessed in full
(full-text screening) to confirm their eligibility based on predefined inclusion criteria, resulting in
the final set of studies included in the review. Following screening, data extraction is performed
to collect key information—such as outcomes, interventions, and study characteristics—f{rom the
included studies. Researchers also evaluate the methodological quality or risk of bias of each study to
assess its reliability and relevance. Finally, the extracted data are synthesised—often via meta-analysis
when appropriate—to generate overarching conclusions or evidence-based recommendations. Note
the summary in this section provides only an abstract overview of the broader process, a more detailed
description of how systematic reviews are created is introduced in Section

Given the substantial time, workload, and cost involved at each stage, there is a pressing need for
more efficient methodologies that can streamline systematic reviews without compromising the rigor

and thoroughness that make them so valuable.

1.2 Focus of this Thesis

Amidst the challenges outlined above, this thesis investigates Artificial Intelligence (AI) methodologies

designed to accelerate systematic reviews without compromising their quality or depth. In particular, it



1.3. CONTRIBUTIONS 3

targets the substantial time and human labour costs associated with the screening phase. To streamline

this process, the research focuses on three strategic integrations of Al:

1. Leveraging Additional Knowledge: Building on established systematic review procedures to
refine search strategies and enhance screening prioritisation. In this thesis, we concentrate on
the use of seed studies. These seed studies inform the formulation of search queries and help
rank or classify the literature so that studies with a higher likelihood of relevance are reviewed
first. By prioritising items likely to be most pertinent, researchers can reduce the immediate

screening burden and maintain a high level of thoroughness.

2. Improving the Search Process: Although current systematic reviews rely predominantly on
Boolean queries, formulating these search strategies can be both complex and time-consuming.
This thesis explores Al-driven approaches that can (partially) automate the creation of intricate
Boolean queries, ensuring that relevant studies are accurately captured while minimising the
inclusion of irrelevant material. By incorporating these techniques into the search phase,
researchers can reduce the volume of literature requiring full review at later stages, thereby

minimising the overall screening workload.

3. Implementing AI-Driven Ranking and Classification Systems: Finally, we introduce ranking
and classification methods designed to automate and accelerate the screening process. By
employing Al algorithms to classify studies for their relevance, these systems can significantly
curtail the time-intensive manual screening often required in systematic reviews, freeing re-

searchers to focus on higher-value tasks such as analysis and synthesis.

1.3 Contributions

Based on the three strategic Al integrations identified above, the contributions of this thesis are
categorised into three components, (1) Exploiting Seed Studies, (2) Enhancing Boolean Search, and
(3) Automating the screening process. The three components are split into three Parts in this thesis,

detailed as follows:

1.3.1 Exploiting Seed Studies

Seed studies are a set of priori known studies—typically identified by systematic review researchers or
Information Specialists—that are used to guide the formulation and refinement of the search strategy.
Although the use of seed studies is not standardised in the systematic review process, it is a widely
accepted practice among researchers to leverage these known studies to help develop effective search
strategies, such as the creation of a Boolean query, or use as a guide for inclusion/exclusion during
systematic review creation.

While seed studies have been explored in previous methodologies to aid in systematic review

screening, such experiments often simulate the presence of seed studies using sampled included studies.
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This approach can lead to over-optimism regarding the effectiveness of seed studies because included
studies are selected post hoc and are inherently biased towards relevance. Consequently, simulating
seed studies with included studies does not accurately represent the initial challenges and uncertainties
faced during the search stages of a systematic review.

To address this gap, this thesis investigates the effectiveness of seed studies and seed-driven
approaches by creating a new systematic review collection comprising actual seed studies. This
collection aims to provide a more realistic assessment of seed studies’ impact on the development of
search strategies. The results of this investigation are detailed in Part 1, and include an analysis of
how these real seed studies differ in utility compared to the simulated seed studies (sampled included
studies).

Further discussion and findings related to this approach can be found in the following key publi-
cations, which are integral to understanding the advancements in using seed studies for systematic

reviews:

1. Shuai Wang, Harrisen Scells, Ahmed Mourad and Guido Zuccon, Seed-Driven Document
Ranking for Systematic Reviews: A Reproducibility Study, In Proceedings of the 44th European
Conference on Information Retrieval, pp. 686-700, 2022.

2. Shuai Wang, Harrisen Scells, Justin Clark, Bevan Koopman and Guido Zuccon, From Little
Things Big Things Grow: A Collection with Seed Studies for Medical Systematic Review
Literature Search, In Proceedings of the 45th International ACM SIGIR Conference on Research
and Development in Information Retrieval, pp. 3176-3186, 2022.

1.3.2 Enhancing Boolean Search

Boolean searches are fundamental to systematic reviews, leveraging logical operators (e.g., AND, OR,
NOT) to retrieve publications aligned with a specific research question. As an illustration, for the
question What is the effect of novel gene-editing therapies on patient survival and quality of life in

advanced cancers?, one could construct a Boolean query similar to the example shown belowﬂ

((("Neoplasms" [MeSH] OR cancer*[tiab] OR carcinoma*[tiab] OR tumor*[tiab])
AND (advanced[tiab] OR metastatic[tiab] OR "stage iv"[tiab]l))

AND

(("Gene Editing"[MeSH] OR CRISPR[tiab] OR "CRISPR-Cas9"[tiab]

OR TALEN[tiab] OR ZFN[tiab] OR "Base Editing"[tiab] OR "Gene Therapy"[tiabl))
AND

(("Survival" [MeSH] OR "Mortality"[MeSH] OR "Quality of Life" [MeSH]

OR "overall survival"[tiab] OR "progression-free survival"[tiab]

OR "treatment outcome"[tiab] OR QoL[tiabl)))

I'This query is provided solely for illustrative purposes; its effectiveness has not been validated.


https://link.springer.com/chapter/10.1007/978-3-030-99736-6_46
https://link.springer.com/chapter/10.1007/978-3-030-99736-6_46
https://dl.acm.org/doi/abs/10.1145/3477495.3531748
https://dl.acm.org/doi/abs/10.1145/3477495.3531748
https://dl.acm.org/doi/abs/10.1145/3477495.3531748
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Designing an effective Boolean search query is a critical step in the systematic review process—not
just a matter of correct syntax or technical formatting. A well-constructed query determines which
studies are retrieved and, consequently, which evidence is considered. To improve both precision and
recall, Boolean searches often incorporate controlled vocabularies such as Medical Subject Headings
(MeSH) and apply field-specific restrictions—for example, limiting search terms to the title and abstract
using tags like [tiab]. The quality of the search query directly influences the comprehensiveness and
relevance of the retrieved literature, ultimately shaping the validity and reliability of the entire review.

This thesis introduces Al-based methods to refine query formulation, improving both search
precision and efficiency, as detailed in Part 2. Specifically, two automated approaches are proposed
in this thesis: (1) using generative large language models to directly formulate Boolean queries from
research topics or questions, and (2) automatically suggesting MeSH terms during query construction.
These developed methods demonstrate that leveraging Al-driven tools can expedite Boolean query
formulation and potentially yield higher-quality systematic reviews. The following publications

illustrate the methods and findings:

1. Shuai Wang, Harrisen Scells, Bevan Koopman and Guido Zuccon, Can ChatGPT write a good
boolean query for systematic review literature search?, In Proceedings of the 46th International
ACM SIGIR Conference on Research and Development in Information Retrieval, pp. 1426-1436,
2023.

2. Shuai Wang, Hang Li, Harrisen Scells, Daniel Locke and Guido Zuccon, MeSH Term Sugges-
tion for Systematic Review Literature Search| In Proceedings of the 25th Australasian Document

Computing Symposium, pp. 1-8, 2021.

3. Shuai Wang, Harrisen Scells, Bevan Koopman and Guido Zuccon, Automated MeSH term
suggestion for effective query formulation in systematic reviews literature search, In Intelligent

Systems with Applications, pp. 200141, 2022.

4. Shuai Wang, Harrisen Scells, Bevan Koopman and Guido Zuccon, MeSH Suggester: A Library
and System for MeSH Term Suggestion for Systematic Review Boolean Query Construction, /n
Proceedings of the Sixteenth ACM International Conference on Web Search and Data Mining,
pp. 1176-1179, 2023.

1.3.3 Optimising Screening

Candidate documents retrieved from a Boolean query can be extensive and vary in relevance. Al-based
screening methods help streamline subsequent stages of systematic review by directing reviewers to
the most pertinent studies and filtering out irrelevant material. In this thesis, two core approaches are

explored.


https://dl.acm.org/doi/abs/10.1145/3539618.3591703
https://dl.acm.org/doi/abs/10.1145/3539618.3591703
https://dl.acm.org/doi/abs/10.1145/3503516.3503530
https://dl.acm.org/doi/abs/10.1145/3503516.3503530
https://www.sciencedirect.com/science/article/pii/S2667305322000783
https://www.sciencedirect.com/science/article/pii/S2667305322000783
https://dl.acm.org/doi/abs/10.1145/3539597.3573025
https://dl.acm.org/doi/abs/10.1145/3539597.3573025
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(1) Ranking of retrieved documents (screening prioritisation). Systematic reviews typically
involve multi-stage screening, conducted by multiple reviewers in parallel. By prioritising highly
relevant records first, reviewers can begin full-text assessments sooner and potentially reduce the
overall time to complete the review. Early access to relevant studies also allows for faster synthesis
and report drafting.

(2) Automatic classification of document relevance. Beyond prioritisation, this approach au-
tomatically identifies and excludes irrelevant or unrelated documents from the candidate pool. As a
result, the manual screening workload is reduced, and reviewers can focus on evaluating a smaller,
more relevant subset of studies.

Both approaches are discussed in Part 3 and are disseminated based on the following publications:

1. Shuai Wang, Harrisen Scells, Bevan Koopman and Guido Zuccon, Neural Rankers for Effective
Screening Prioritisation in Medical Systematic Review Literature Search, In Proceedings of the

26th Australasian Document Computing Symposium, pp. 1-10, 2022.

2. Shuai Wang, Harrisen Scells, Bevan Koopman, Martin Potthast and Guido Zuccon, Generating
Natural Language Queries for More Effective Systematic Review Screening Prioritisation, /n
Proceedings of the Annual International ACM SIGIR Conference on Research and Development
in Information Retrieval in the Asia Pacific Region, pp. 73-83, 2023.

3. Shuai Wang, Harrisen Scells, Shengyao Zhuang, Martin Potthast, Bevan Koopman and Guido
Zuccon, Zero-shot Generative Large Language Models for Systematic Review Screening Au-
tomation, In Proceedings of the 46th European Conference on Information Retrieval, pp. 73-83,
2024.

1.4 Structure of the Thesis

This thesis is organised thematically into three main parts, each addressing a core challenge in the
automation of systematic reviews using Artificial Intelligence (Al). The chapters follow a sequential
progression but are grouped according to shared methodological focus and research objectives. A
visual summary is provided in Figure [[.2]

Chapter 2] introduces the principles of systematic reviews and surveys current approaches to
automation, highlighting key bottlenecks—particularly in search and screening—and motivating the
need for Al-driven solutions. Part[I|(Chapters [3H4)) focuses on the use of seed studies to enhance search
and screening, including a reproduction of existing methods and the creation of a new dataset. Part[II]
(Chapters [SH6) addresses the formulation of Boolean queries, presenting an Al-based query generation
method and a tool for MeSH term suggestion. Part [ITII| (Chapters turns to the screening phase,
proposing Al-based ranking and classification techniques for prioritisation and relevance prediction.

Finally, Chapter [9] summarises the thesis contributions and outlines future research directions.


https://dl.acm.org/doi/abs/10.1145/3572960.3572980
https://dl.acm.org/doi/abs/10.1145/3572960.3572980
https://dl.acm.org/doi/abs/10.1145/3624918.3625322
https://dl.acm.org/doi/abs/10.1145/3624918.3625322
https://link.springer.com/chapter/10.1007/978-3-031-56027-9_25
https://link.springer.com/chapter/10.1007/978-3-031-56027-9_25
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Figure 1.2: Thematic structure of the thesis, organised into three main parts.






Chapter 2

Background and Literature Review

The primary goal of a systematic review is to synthesise existing evidence in a transparent, reproducible
manner, thereby minimising bias and maximising the reliability of conclusions. However, creating
a systematic review is time-consuming, costly, and complex, involving multiple interdependent
stages [3},26] 150, [168]]. Figure 2.1 presents a high-level overview of these stages.

To streamline this process, researchers have explored various automation methods, particularly
for tasks such as query formulation [9, 212, 213} 214, 2151216, 254]] and screening prioritisation [49,
62, 1128, 1132, 1183}, 208, 227, 261, 282]. In this chapter, Section [2.1| offers a detailed overview of
the systematic review process. Section then discusses existing automation methods designed to
facilitate systematic reviews, and Section [2.3]introduces curated datasets used to evaluate systematic

review automation systems.

2.1 Systematic Review Process

The following subsections detail each stage of the systematic review process, highlighting where
automation can play a significant role. Specifically, a systematic review involves five steps: Prob-
lem Identification, Boolean Query Formulation, Title-Abstract and Full-Text Screening, Quality
Assessment and Data Extraction, and Reporting and Discussion.

Although this thesis concentrates on the first three steps, the latter stages are introduced here for

completeness and could serve as future research directions.

2.1.1 Problem Identification with PICO Elements

The first stage involves precisely defining the scope and objectives of the review. This phase commonly
uses the PICO framework [219]:

* P (Population/Participants): Define the specific population or participant group(s) under
investigation (e.g., adults with a certain condition, software projects of a given size, users in a

particular environment).
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Figure 2.1: A high-level overview of different stages of the systematic review process.

I (Intervention/Exposure): Clearly identify the intervention, treatment, or exposure to be

studied (e.g., a new algorithm, a clinical procedure, a management strategy).

* C (Comparison/Control): State any comparisons with other interventions or controls (e.g.,

existing best practices, placebo, alternative methods).

* O (Outcome): Specify the outcomes or endpoints of interest (e.g., system performance, clinical

improvement, user satisfaction).

These components help narrow down relevant studies and ensure consistency. Formulating a precise
research question (or set of questions) is critical; for instance, a typical PICO question might be: “In
population P, does intervention I, compared to control C, lead to outcome O?”. For example, consider
the research question (as introduced in Chapter [2): ”What is the effect of novel gene-editing therapies
on patient survival and quality of life in advanced cancers?” In this case, the PICO components are
defined as follows: P: Adults with advanced cancers; I: Novel gene-editing therapies (e.g., CRISPR-
based treatments); C: Conventional treatment protocols; and O: Patient survival and quality of life

measures.

Seed Studies Identification

As part of problem identification, researchers may select a set of seed studies. These are pre-identified,
exemplary works known to be highly relevant, often seminal or high-quality papers in the domain [38|,
96, 242]. The use of seed studies is somewhat related to explicit relevance feedback mechanisms (e.g.,

Rocchio [196]) in the IR domain, where relevant documents guide query refinement [46, [116) [127].
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Active learning using explicit relevance feedback has also been extensively studied in the area of
technology-assisted reviews [2, 47, 48,149, 126, [128, 279, 282], which are high-recall tasks such as
systematic review literature search, legal search, and patent search.

However, the difference between explicit relevance feedback and seed studies is subtle but impor-

tant. Seed studies:

1. May not have been formally assessed as relevant to the final systematic review when provided to

an information specialist.

2. Are not necessarily aligned with all of the inclusion criteria of a systematic review; for instance,
seed studies might be non-randomised research or pilot studies but still provide important domain

insight.

Despite this caveat, seed studies play a crucial role in systematic review literature search, particularly

for:

* Query formulation and validation: Information specialists often use seed studies to identify or

confirm relevant search terms (including synonyms, acronyms, related concepts).

* Snowballing (citation chasing): References within seed studies can reveal additional potentially

relevant papers.

» Evaluating search completeness: If known seed studies are missing in initial search results,

the search strategy may be suboptimal and, therefore, need refinement.

2.1.2 Boolean Query Formulation and Search

Once the research question is formulated according to the PICO elements (often in a medical context)
or seed studies, the next step is to develop a comprehensive search strategy [34} 81,198, [112,[173]]. This
is critical for identifying all relevant studies and minimising the risk of publication bias. The following

subsections detail the recommended steps.

Database Selection

In medical systematic reviews, selecting the most pertinent bibliographic databases or digital libraries

is paramount [24} 35,151}, 247]]. Commonly used sources include:

* PubMed/MEDLINE: A primary database for biomedical and life sciences literature, leveraging
both MeSH (Medical Subject Headings) and free-text searching [273]. PubMed currently
contains over 35 million citations; MEDLINE itself includes approximately 27 million curated

references.

* EMBASE: Covers a broad range of biomedical research and includes Emtree (EMBASE’s
subject headings) for controlled vocabulary [71]. EMBASE comprises roughly 37 million

records from more than 8,500 journals published in multiple languages.
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* Cochrane Library: A key resource for systematic reviews, clinical trials, and evidence-based
medicine [238]]. It integrates several databases, including the Cochrane Database of Systematic
Reviews (with around 8,000 reviews) and CENTRAL, which contains over / million records of

controlled clinical trials.

* Web of Science, Scopus: General academic databases that also include substantial biomedical
literature [122]]. The Web of Science Core Collection indexes over 100 million records, while
Scopus covers approximately 70—80 million records from peer-reviewed literature, conference

proceedings, and trade publications.

* PsycINFO, CINAHL: Highly relevant for reviews involving psychology or nursing/allied health
perspectives, respectively [35]. PsycINFO holds over 4 million records in psychology and related
disciplines, and CINAHL includes around 6 million records focusing on nursing and allied health

literature.

Relying on just one database risks overlooking potentially relevant studies, as no single database
comprehensively indexes all biomedical literature. To minimise this risk, most guidelines (e.g.,
PRISMA, Cochrane Handbook) advise searching multiple databases to ensure extensive coverage and
reduce the likelihood of publication bias 34} 81,198, 112, |173]]. By consulting a variety of databases,
systematic reviewers can capture both established research and emerging evidence that may only be
indexed in specific or specialised resources. This multifaceted approach strengthens the quality of the

review by maximising the pool of studies for possible inclusion.

Search String Construction

A robust search strategy in medical systematic reviews typically combines relevant free-text terms with
controlled vocabulary terms (e.g., MeSH in PubMed, Emtree in EMBASE) [[19, 1157, 214]. Boolean
operators (AND, OR, NOT) structure these terms. Researchers may also incorporate truncation (e.g.,
childx to capture child, children, childhood), wildcards, or proximity operators where allowed [99].

What is MeSH? Medical Subject Headings (MeSH) is the U.S. National Library of Medicine’s
(NLM) controlled vocabulary used primarily for indexing articles in PubMed/MEDLINE [67]. It
organises biomedical concepts in a hierarchical tree structure, featuring both broad and narrow terms.
Each term in MeSH represents a specific concept in medicine, such as diseases, chemicals, or proce-
dures, ensuring consistency across the literature even when different authors use varied terminologies.
MeSH indexing aids in retrieving all relevant articles related to a concept by automatically mapping
synonyms and related terms to a single heading. Additionally, MeSH includes subheadings (qualifiers)
that allow for more focused queries—for example, specifying particular aspects like complications,
diagnosis, or therapy. This depth and structure make MeSH an indispensable tool for constructing

comprehensive and precise search strategies in systematic reviews.

* Controlled Vocabulary Terms: Identify appropriate MeSH headings in PubMed or Emtree
terms in EMBASE corresponding to the core concepts (P, I, C, O). For instance:
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"Neoplasms" [MeSH] OR "Cancer"[Text Word]

* Synonyms and Variations: Include alternative or lay terms to maximise coverage. For example,
if targeting the population of advanced cancers, consider using variations like metastatic cancer

or stage iv cancer.

* Boolean Operators: Combine terms systematically, using OR to group synonyms and AND to

intersect concepts. For example:

("breast cancer"[MeSH] OR "mammary carcinoma"[Text Word])

AND ("chemotherapy" [MeSH] OR "drug therapy" [Text Word])

* Search Limits: Apply filters (e.g., publication date range, language, or study design) only when

justified. Overly restrictive limits may exclude critical evidence.

Example of a Complex Systematic Review Query

Below is an illustrative example of a combined Boolean query in PubMed for a review addressing
the research question “What is the effect of novel gene-editing therapies on patient survival and
quality of life in advanced cancers?”’—in which the PICO components are integrated as follows: the
Population (P) consists of adults with advanced cancers, the Intervention (I) involves novel gene-
editing therapies (e.g., CRISPR-based treatments), the Comparison (C) is represented by conventional
treatment protocols, and the Outcome (O) focuses on patient survival and quality of life outcomes; this
query employs both MeSH terms and free-text terms along with Boolean operators and parentheses
for clarity, applies the NOT operator to exclude undesired publication types (such as reviews), animal
studies, or pediatric populations outside the scope, and limits results by language (English) and

publication date—here is the complete query E

((("Neoplasms" [MeSH] OR cancer*[tiab] OR carcinoma*[tiab] OR tumor*[tiab])
AND (advanced[tiab] OR metastatic[tiab] OR "stage iv"[tiab]))

AND

(("Gene Editing"[MeSH] OR CRISPR[tiab] OR "CRISPR-Cas9"[tiab]

OR TALEN[tiab] OR ZFN[tiab] OR "Base Editing"[tiab]

I'This query is provided solely for illustrative purposes; its effectiveness has not been validated.
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OR "Gene Therapy"[tiab]))

AND

(("Survival" [MeSH] OR "Mortality" [MeSH]

OR "Quality of Life" [MeSH]

OR "overall survival"[tiab] OR "progression-free survival"[tiab]

OR "treatment outcome"[tiab] OR QoL[tiabl)))

NOT

("Review" [Publication Type]l OR "Animals"[MeSH] OR "Child" [MeSH])

LIMIT: English[lang]

AND ("2000/01/01"[Date - Publication] : "2015/12/31"[Date - Publication])

In this query:

* The first grouping targets the Population (P)—focusing on advanced cancers—by including

both MeSH terms and free-text variations.
* The second grouping captures the Intervention (I), detailing novel gene-editing therapies.
* The third grouping specifies the Outcomes (O) related to survival and quality of life.

» The NOT operator excludes publication types and populations outside of the review scope (e.g.,

reviews, animal studies, pediatric populations).

* Publication language is limited to English and the publication date range is set to include studies

from "2000/01/01" onward, ensuring relevance to contemporary literature.

Before finalising the search strategy, a pilot search helps confirm that known seed studies (high-
quality clinical trials, seminal papers, etc.) appear among the results [69]. If any key seed studies
do not appear, researchers refine search terms, add synonyms, or adjust controlled vocabulary. This
iterative process ensures the final strategy is sufficiently sensitive to capture the body of evidence

relevant to the medical research question [9, 194, 211, 217].

Why We Are Interested in Applying AI-Approaches for Systematic Review Boolean Query

Formulation and Search?

Unlike conventional search tasks—where Al-based approaches have been widely applied for quick, ad-
hoc searches focused on topical relevance—systematic reviews demand exhaustive coverage, stringent
quality standards, and full transparency in study selection and evaluation. This methodology aims to
minimise bias, ensure reproducibility, and synthesise evidence for clinical or scientific decision-making.
Therefore, systematic review search strategies require more careful term expansion, frequent use of

controlled vocabularies, and iterative testing to guarantee that all relevant articles are captured. These
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unique demands motivate the development of new Al-driven approaches specifically tailored to the

requirements of systematic reviewing, which is a key focus of this thesis.

Documentation of the Search Process

To ensure replicability, a thorough record of each search strategy is maintained. Good documentation
enhances transparency, allowing other researchers to replicate the search or update it in the future [[13].

Steps that should be documented include:

* Names of databases searched and the exact date(s) of search.
* Complete search strings used, including Boolean operators.

* Any filters or limits (language, publication year, document type) applied.

Moreover, such detailed documentation enables us to rerun searches during this thesis work and to
create and update systematic review collections, thereby enhancing the reproducibility and currency of

evidence syntheses.

2.1.3 Title-Abstract and Full-Text Screening

After retrieving the initial search results, the screening stage aims to filter out irrelevant or low-quality
studies based on pre-established inclusion and exclusion criteria (derived from the PICO elements). In
practice, title and abstract screening and full-text screening may be partially overlapping or conducted
in parallel, especially when initial abstracts are unclear or when secondary reviewers are available to
expedite the process. Moreoever, abstracts are generally publicly available, making the initial screening
process relatively efficient. However, full-text reviews often require additional effort to obtain articles
that may be behind paywalls or restricted access. This discrepancy necessitates a two-stage screening
process. In large-scale reviews, some researchers may begin full-text screening concurrently for those
studies where detailed information is available, effectively reducing the overall timespan by limiting
full-text review to a smaller, pre-filtered set of potentially relevant records. Nonetheless, the systematic
screening structure typically follows the steps below. This stage is known to contribute the most to the
overall costs of a systematic review [156]], highlighting the importance of IR-based methods such as
screening prioritisation [49,162, 128, (132, [183], 208, 227, 261}, 282] to reduce the manual burden.

De-duplication

Multiple databases often return overlapping sets of results [23, 88}, [189]. Therefore, the first step is to
remove duplicate records using reference management software or specialised screening tools (e.g.,
EndNote, Mendeley, Zotero, Rayyan, or Covidence). This prevents redundancy and saves time in

subsequent screening stages.
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Title and Abstract Screening

Researchers then review the titles and abstracts of each unique record:

* If an abstract clearly matches the inclusion criteria (e.g., it involves the correct population and
intervention) and does not violate any exclusion criteria, it is promoted to the next screening

stage.
e If it is clearly irrelevant, it is excluded.

* In cases of uncertainty, the study is included (or flagged for further review) to avoid premature

exclusion.

Typically, two or more reviewers conduct title and abstract screening independently to reduce

selection bias, with disagreements resolved through discussion or by involving a third reviewer [231].

Full-Text Screening

Studies that pass the title and abstract screening are retrieved for full-text review [104, [120]. Re-
searchers examine the entire text against the inclusion and exclusion criteria, focusing on aspects such

as:
* Research focus: Does the article address the precise research question?
* Methodological relevance: Does the study employ valid and appropriate methods?
* Population, intervention, outcomes: Are these consistent with the PICO elements?

Any reason for exclusion is documented to maintain a transparent audit trail. The final output is a
refined set of included studies for further analysis. In many systematic reviews, this stage can happen
in parallel with continued title and abstract screening, particularly if multiple reviewers or screening
teams are available. This parallel or iterative approach can expedite the overall process while still

maintaining methodological rigor.

Snowballing (Citation Chasing)

Although the Boolean query strategy forms the core of the initial literature search, many systematic re-
views also employ snowballing or citation chasing [37/]] to maximise comprehensiveness. Snowballing

is performed:

* Backward: Checking the references listed in each included article to identify older or founda-

tional studies.

* Forward: Checking which newer articles cite the included studies, capturing recent research

that may not have been indexed under the same terms.
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Snowballing can be critical; some investigations show that up to 51% of the included studies in a
systematic review may be identified this way [82]]. However, snowballing remains relatively under-
explored in IR research [182]]. As an additional retrieval strategy, it can substantially improve recall,

especially when certain relevant studies are not retrieved by the initial Boolean query.

2.1.4 Quality Assessment and Data Extraction

With the final pool of eligible studies established, the next phase ensures each study is appraised
systematically and valuable information is extracted in a structured way.

Quality Assessment (Critical Appraisal)

Researchers evaluate the methodological rigor and the risk of bias in included studies [222]. Standard-

ised tools help maintain consistency. Examples include:
* Jadad Scale or Cochrane Risk of Bias tool: commonly used for clinical trials [[110].

* Critical Appraisal Skills Programme (CASP): checklists covering qualitative and quantitative
studies [[142].

Quality assessment can result in a numeric score, a rating scale (e.g., low, medium, or high risk of bias),
or a descriptive summary of strengths and weaknesses. Studies that fall below a minimum quality

threshold may be excluded or flagged for sensitivity analysis [249].

Data Extraction

Researchers develop a data extraction form or spreadsheet to systematically capture relevant de-

tails [[112]. Common elements include:
* Bibliographic Information: Title, authors, publication year, venue/journal.

* Study Context and Design: Type of study (e.g., experiment, quasi-experiment, survey, case

study), sample size, setting.

* Interventions and Comparisons: Detailed description of the intervention, any control or

comparison groups.

* Measurement Outcomes: Key variables, scales, or metrics, along with results (e.g., effect sizes,

performance metrics, thematic findings).
* Conclusions and Limitations: Authors’ main conclusions and any limitations noted.

This structured approach ensures consistency across reviewers and facilitates a unified data corpus
for the synthesis stage. Pilot testing the data extraction form on a subset of studies helps calibrate

reviewers, ensuring reliability in the extracted data.
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2.1.5 Synthesis and Reporting

The final step involves synthesising and presenting the evidence in a coherent and meaningful way,

guided by the original research questions [65].

Quantitative Synthesis (Meta-Analysis)

For studies reporting numerical data on the same or comparable outcome measures, a meta-analysis

may be appropriate [163]]. Techniques include:

* Effect Size Calculation: Converting study outcomes into standardised metrics (e.g., standardised

mean difference, odds ratio) to allow pooling across studies [241]].

* Heterogeneity Assessment: Examining the degree of variability between study results (e.g.,
using I? or Cochran’s Q) [221].

* Publication Bias Analysis: Visualising using funnel plots or conducting tests such as Egger’s

regression test [220]].

Meta-analysis yields an overall pooled estimate, potentially increasing statistical power and precision.

Qualitative Synthesis (Narrative/Thematic Synthesis)

In domains where interventions and outcomes differ significantly, or where qualitative data is predomi-

nant, a meta-analysis may be unsuitable [[112} 144, 178]]. Instead, researchers employ:

* Narrative Synthesis: Summarising and describing patterns, differences, and themes across

studies without applying statistical pooling [187].

* Thematic Analysis: Coding key concepts or findings from each study to identify recurring

themes, relationships, or conceptual frameworks [[162].
This approach enables insights into contextual factors and nuanced perspectives that might otherwise
be lost in purely quantitative aggregation [18, [112].
Reporting and Discussion
The final output of a systematic review should transparently describe:

* Search and Selection Process: Often illustrated via a PRISMA flow diagram, showing numbers

of records identified, screened, and included/excluded with reasons.

* Study Characteristics: A summary table outlining key elements of each included study (authors,

year, context, design, main findings).

* Synthesised Findings: Clear answers to the research questions, supported by evidence from the

included studies.
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* Limitations: Potential biases (e.g., publication bias, language bias, incomplete retrieval of grey

literature) and study design limitations.

* Implications and Recommendations: How the results inform practice, policy, and future

research avenues.

Overall, by adhering to this multi-stage process—ranging from defining a clear research question
using PICO and selecting seed studies, to meticulously searching, screening, appraising, and synthe-
sising relevant literature—researchers minimise bias and enhance the trustworthiness of the review.
The systematic review process not only identifies what is known but also uncovers areas where further
investigation is warranted, thereby guiding future research agendas. Additionally, IR methods (e.g.,
query formulation, screening prioritisation, and citation chasing) can help reduce the time and costs

involved in creating systematic reviews [26, 112} 156].

2.2 Existing Automation Method for Systematic Reviews

Constructing systematic reviews requires manual effort by trained professionals across several phases,

as identified in previous section.

Step 1: In Problem Identification where a specific research question is defined; software can help

in defining a good question [112]].

Step2: In Boolean Query Formulation and Search this is where Boolean queries based on the re-
search question are developed. The query defines which (and how many) results are returned,
so their quality greatly impacts all later phases. This is why we focus specifically on query
generation. Automated methods have been developed for query formulation [41} 133} [198]],

query refinement [133}207]] and query exploitation [22, 59]].

Step 3: In Title-abstract and Full text screening is where all the titles and abstracts retrieved by the
query are screened, manually assessing them for relevance. The primary automation approach to
help here is screen prioritisation [6, (10} [11}, 36, 143} 163, 164, 100} 117, 129} [155, [158 [165, 166,
209, 225,226, 274, [277], which involves ranking the studies according to their likely relevance
to the research question. Once ranked, automated approaches can define a ‘stopping criteria’,
after which screening does not continue because all relevant documents are likely to be found.
Active learning approaches [43) [159] are often employed during screening to help rank include

studies to be screened.

Step 4:In Quality assessment and Data Extraction which involves extracting specific details from

studies relevant to the review; data extraction methods can help here [[102, [232]].

Step 5: In Synthesis and Reporting , this is the synthesis of all the evidence into a single coherent
review document. Synthesis automation [40, [182, [197, 233l 240] have been developed here;

they including text thematic analysis [243]] and even text generation [188]].
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2.2.1 Query Formulation and Refinement

Query formulation is the process of deriving a Boolean query, based on the research question, according
to a specific set of guidelines. Two guidelines are typically used for developing a query for systematic
reviews, namely the conceptual method [38] and the objective method [97, 224]. These procedures

describe the steps one should take when developing a query.

Conceptual Method

The first procedure is called the conceptual method. This procedure begins by identifying high-level
concepts aligned with the components of the research question—often mapped to PICO elements
(Population, Intervention, Comparison, Outcome). These concepts are typically identified from pilot
searches or studies known a priori to be relevant. Synonyms, spelling variations, and controlled
vocabulary terms (e.g., MeSH in PubMed or Emtree in EMBASE) are then collected for each concept.
The information specialist constructs an initial query using Boolean logic (AND, OR, NOT) and iteratively
refines the query to ensure retrieval of seed studies and maximise recall.

Using the research question “What is the effect of novel gene-editing therapies on patient survival

and quality of life in advanced cancers?”, a conceptual formulation may proceed as:

* Identify the main concepts: advanced cancers, gene-editing therapies, survival and

quality of life.

* Find controlled vocabulary and synonyms: e.g., "Neoplasms" [MeSH], CRISPR, "Quality of
Life" [MeSH].

* Combine terms using Boolean logic and validate against seed studies.

Objective Method

The second procedure is called the objective method. Like the conceptual method, it typically begins
with a small set of seed studies—potentially relevant articles found through prior knowledge or initial
exploratory searches. However, the next steps differ in that term selection is driven by statistical
analysis rather than purely domain expertise.

Specifically, text mining or frequency analysis is applied to the titles, abstracts, and metadata (e.g.,
MeSH terms) of the seed set to identify commonly occurring and distinctive terms. These terms are
then manually reviewed by the information specialist and incorporated into the Boolean query.

For the same research question, the objective method may proceed as:

e Select 5—-10 known relevant studies on CRISPR and advanced cancer.

* Use tools such as PubReMiner or TF-IDF to extract top candidate terms from the titles, abstracts,

and MeSH annotations.

* Manually group and combine terms, verify inclusion of seed studies, and adjust accordingly.
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While both procedures can lead to similar Boolean queries, they differ significantly in how terms
are selected and validated. The conceptual method relies on human expertise and domain familiarity,
while the objective method introduces empirical support through automated analysis of real-world
examples. These approaches can also be used in combination for greater robustness.

Naturally, these methods require a considerable amount of time (as the information specialist
must perform multiple pilot searches and spend time validating the search) [117,192]] and are prone
to human error [200, 202]. To this end, Scells et al. [216]] investigated automating these two query
formulation procedures. The main finding of this line of research was that computationalising these
procedures could not match the effectiveness of humans; however, further manual refinement of the
automatically generated queries dramatically improved retrieval effectiveness.

Automatic query refinement was developed based on the observed benefit from manual query
refinement. Such methods take an initial human authors query and apply a series of transformations
(adding terms or clauses) to make the query more effective [[133) 207]. In combination with query
visualisation [207]] tools, these query refinement tools were able to improve the initial query.

Learnings from the query formulation approach drive two clear directions for using ChatGPT to
automate query formulation: the first is to allow ChatGPT to generate queries however it sees fit, and
the second is to guide ChatGPT by prompting it to follow the instructions of the conceptual or objective
procedures. We refer to the first method as unguided and the second method as guided. Learnings
from the query refinement work made us hypothesise that providing an existing query to ChatGPT
and asking for a refinement could be beneficial. Note that both Unguided and Guided approaches are

investigated as part of this thesis, detailed in Chapter [5]

Prompt Engineering for automatic Boolean query formulation

Prompt engineering is the process of guiding a generative language model to perform a particular
task. In some respect, prompt engineering can be seen as a way to guide a generative language
model through natural language [194]]. A popular way of guiding model output through prompt
engineering is for text-to-image generative models [140, 171]. This ‘zero-shot’ or ‘few-shot” approach
to tasks with generative language models has also achieved state-of-the-art results on several natural
language tasks [25]]. More recently, prompt engineering has been applied to natural language tasks for
medicine, such as question answering [[138,[145]. The use of generative language models for Boolean
query formulation or refinement is relatively under-explored. However, prior work has examined
related directions, such as using generative models for query expansion [42, [105]. Note that none of
the existing studies has investigated the application of these methods for creating Boolean queries

specifically in the context of systematic literature review search—prior to our research.

2.2.2 Systematic Review Screening Automation

Medical systematic reviews follow a standardised process to ensure consistency and quality. The most

laborious part of the process is the screening of documents [223]]. These documents are retrieved using
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a complex Boolean query that attempts to precisely encode the information need required to answer
the research question of the systematic review and to ensure the reproducibility of the review (i.e.,
re-running the search in the future should produce the same set of documents) [[77, 148, 205]].

Research into automating systematic review screening can be grouped into two primary directions,
explored in detail below: (1) Screening Prioritisation, and (2) Leveraging Large Language Models
(LLMs) for Screening.

Screening Prioritisation

Boolean queries retrieve an unordered set of documents. However, ranking the retrieved documents

offers two major advantages:

1. Systematic reviews are often constrained by time or budget, particularly in the case of rapid
reviews [[154]. When screening all retrieved documents is infeasible, an effective ranking allows
reviewers to prioritise the most relevant documents, increasing the chance of finding critical
evidence within the available resources.

2. Systematic reviews typically involve a two-stage screening process: initial screening based on title
and abstract, followed by full-text screening if the document is deemed potentially relevant. These
stages are performed sequentially for each document. Therefore, frontloading relevant documents
through effective prioritisation allows full-text screening to begin earlier, enabling downstream

processes to proceed in parallel and shortening the overall review timeline.

This ultimately allows the whole systematic review to conclude earlier than if screening prioritisa-
tion was not implemented.

To support this need for effective prioritisation, researchers have explored various Information-
retrieval-driven approaches to improve how candidate documents are ranked. These approaches
range from traditional keyword-matching models to more sophisticated techniques that leverage
semantic understanding of queries and documents. Recent advances in pre-trained language models
such as BERT [61], RoBERTa [141], and TS5 [[186] have led to improvements in several downstream
tasks, including document ranking [[73, (135 255], question answering [184], and conversational
search [68],[184]]. These models are typically pre-trained on large-scale corpora (e.g., Wikipedia [61]
or PubMed [87, 1130, 176]) to learn general-purpose linguistic and semantic features, and then either
directly applied (zero-shot) or adapted to specific tasks via fine-tuning on task-specific examples.

Despite the success of such models in general-purpose ranking tasks, their application to screening
prioritisation in systematic reviews—whether in a zero-shot or fine-tuned setting—has not been
investigated in prior work. This thesis addresses this gap by exploring how large language models can
be leveraged to support screening prioritisation, both with and without task-specific supervision.

In current practice, screening prioritisation for systematic reviews has been primarily studied using

two main classes of approaches:

* One-off Ranking: Ranking methods that use a static query to generate a one-time ranked list of
candidate documents [6, 10, (128, 204, 209, 261]].
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* Iterative Ranking: Methods that incorporate user feedback during the screening process and

iteratively re-rank the remaining (unjudged) documents [47, 49, 50% 51]].

These two approaches can also be used in tandem—for instance, beginning with a one-off ranking
and updating the document order as user feedback is acquired.

In terms of the gueries that can be used for screening prioritisation or document ranking, different
types of data sources have been investigated in the context of systematic review automation. These
include: (1) using the title of the review to represent the review topic, (2) using the Boolean query

constructed during the search phase, and (3) using a set of seed studies as the basis for ranking.

¢ Title-driven screening prioritisation. Many existing methods rely on the final review title to
represent the underlying information need. In this approach, words from the title are extracted and
compared lexically to candidate documents using simple lexical matching techniques [[113} 114,
115]. In this thesis, we shift the focus toward the potential of neural-based approaches, which remain
largely unexplored in the context of systematic review screening prioritisation. A key limitation
of title-based approaches is that the final review title is often unavailable or unstable during the
early stages of the review process. As such, we treat the use of the final title as a simulated setting,
rather than a realistic representation of early-stage systematic review workflows. This perspective

is also adopted in our exploration of Al-driven approaches for screening prioritisation, detailed in
Chapter

* Boolean-driven screening prioritisation. Boolean queries have been used to guide screening
prioritisation, often in combination with the review title [6, 8, [10]. In such cases, terms from both
the Boolean query and the review title are extracted—typically using a bag-of-words representa-
tion—and a lexical similarity score is used to rank candidate documents. A major limitation of
this method is that it assumes the availability of the final review title, which may not be known
during the screening phase. The only known method designed to rely solely on the Boolean query
is the coordination-level fusion (CLF) approach [208]], which interprets the logical structure of the
Boolean query and performs rank fusion over the ranked lists generated from its atomic components.
This allows the method to more effectively leverage the Boolean query’s syntax and semantics for
prioritisation. In this thesis, we explore an alternative use of Boolean-driven screening prioriti-
sation by transforming Boolean queries into natural language formulations using the generative

capabilities of recent language models. This novel approach is also described in Chapter [7|

* Seed-driven screening prioritisation. Seed studies—documents known or suspected to be
relevant—are frequently used by information specialists during query formulation and valida-
tion [38,96]. Their use in screening prioritisation is conceptually similar to explicit relevance
feedback in Information Retrieval, such as the Rocchio algorithm [196]]. In general IR settings,
relevance feedback has been successfully applied to query expansion [46, 116, [127]], active learn-
ing [177], and user modelling [106].
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However, in systematic reviews, seed studies should not be treated as equivalent to relevant
documents. This distinction arises for several reasons: (1) seed studies may not have been formally
assessed for relevance at the time they are used; (2) they may not meet the desired study design
criteria—such as being randomised controlled trials, which are typically required for inclusion
in systematic reviews EI, and (3) some seed studies may be used as guidance or inspiration for
formulating the review topic, rather than as definitive evidence for inclusion. As such, while seed
studies can be helpful for query refinement or initial screening prioritisation, their relevance should

be interpreted with caution.

Large Language Models for Screening Automation

While screening prioritisation focuses on ranking the documents retrieved by a Boolean query, an alter-
native and increasingly popular line of research is to automate the screening process itself—typically
formulated as a binary classification task to determine inclusion or exclusion.

Screening automation seeks to bypass ranking and instead classify documents directly. The most
common approach is to frame the problem as supervised text classification, where a model is trained
on a subset of labelled documents to predict inclusion or exclusion [179}240]. Early efforts employed
traditional classifiers such as SVMs [44, 250], while more recent work has leveraged encoder-based
LLMs such as BERT and BioBERT [[15, 31]. These models are typically fine-tuned on systematic
review data and updated incrementally using active learning [[11} 30} 163} 164} 158, 226L 251}, 275]].

Recent advancements in instruction-based large language models (LLMs), such as ChatGPT, have
demonstrated strong capabilities in following user instructions to complete complex tasks [79, 89, 199,
264]]. These models, which often contain tens of billions of parameters, are pre-trained on large and
diverse corpora, enabling them to generate coherent and contextually appropriate responses across a
wide range of topics [79]. Several studies have evaluated the effectiveness of ChatGPT and similar
models on downstream tasks such as question answering [[169, 237 and ranking [107, 235].

Within the context of systematic review automation, recent studies have begun exploring the use
of generative LLMs for document screening. Engene et al. [236] evaluated ChatGPT in imbalanced
screening scenarios and reported limited effectiveness—a finding consistent with the class imbalance
typical of systematic reviews, where included documents comprise only a small fraction of the
total corpus. Robinson et al. [195] proposed Bio-SIEVE, a model fine-tuned from the Guanaco
checkpoint [60]], based on the LLaMA architecture. While Bio-SIEVE achieved higher classification
accuracy, it exhibited inconsistent performance across different review topics. Both studies faced
notable limitations, including reliance on closed-source models, limited or non-reproducible datasets,
and insufficient evaluation metrics.

Prior to this thesis, no work has systematically evaluated open-source LLMs in a zero-shot setting
for automated screening using publicly available datasets. Furthermore, existing evaluations have

often overlooked key practical requirements—such as managing class imbalance and achieving high

ZRandomised controlled trials with large sample sizes are generally considered high-quality evidence in systematic
reviews, whereas case reports or observational studies may not be suitable for inclusion.
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recall—which are essential for real-world systematic review workflows. A thorough investigation of

these issues is presented in Chapter [§]

2.3 Datasets for Evaluating Systematic Review Automation

Several datasets are available for evaluating systematic review automation methods. These datasets pri-
marily serve to benchmark automated systematic review screening systems, especially those leveraging
machine learning and information retrieval techniques. Typically, these collections consist of academic
articles with associated relevance judgments, essential for assessing and comparing automated ap-
proaches. Systematic review datasets are often smaller compared to other information retrieval (IR)
tasks, such as general domain IR benchmarks like MS MARCO dev and TREC DL [53}154], due to the
complexity involved in creating systematic review datasets. Generally, CLEF TAR datasets are widely
utilised for evaluating systematic review automation methods [[113} (114, [115]. Additionally, as part of
this thesis, we have contributed an extra dataset, known as the Seed Collection [258]. Recently, Kusa
et al. [[125] introduced a meta-collection named CSMED, synthesising multiple existing systematic

review datasets.

2.3.1 CLEF TAR Collections

The CLEF technology-assisted review (TAR) datasets constitute prominent benchmark datasets explic-
itly designed to evaluate automation in systematic literature screening. CLEF TAR datasets include
collections of academic articles paired with expert-generated relevance judgments.

CLEF TAR datasets comprise three sub-collections: CLEF-2017, CLEF-2018, and CLEF-2019,

detailed as follows:

CLEF TAR 2017 [113] includes 50 systematic review topics focused on diagnostic test accuracy
(DTA), known for their complexity. These topics are divided into 20 training and 30 testing topics.

CLEF TAR 2018 [114] extends the CLEF-2017 dataset by adding 30 additional DTA systematic

review topics while excluding eight unreliable topics, resulting in a total of 72 topics.

CLEF TAR 2019 [115] further enhances previous collections by incorporating diverse types of sys-
tematic reviews. It introduces 20 additional DTA topics and 40 intervention-type topics, evenly split

between 20 training and 20 testing topics.

2.3.2 Seed Collection

The Seed Collection is a dataset specifically developed as part of this thesis to support the evaluation
of systematic review automation methods. It comprises 39 systematic review topics and over 50,000

candidate documents with associated relevance judgments.



Unlike previous datasets, the Seed Collection includes real-world seed studies and incorporates
documents obtained through snowballing (citation chasing), capturing a more realistic and comprehen-
sive screening scenario. A detailed description of the dataset construction, motivation, and usage is
provided in Chapter [4]

2.3.3 CSMED Meta-Collection

The Citation Screening Meta-Dataset (CSMED) [1235]] is a recently introduced benchmark that unifies
nine publicly available datasets to support the evaluation of automated citation screening systems
in systematic reviews. It includes 325 systematic reviews across the biomedical and computer
science domains and addresses several limitations of previous datasets, such as data leakage, lack
of standardised train/test splits, and limited collection sizes. The datasets integrated into CSMED
include those from Cohen et al. [45]], Howard et al. [[101]], Alharbi and Stevenson [7]], Hannousse
and Yahiouche [93], and Scells et al. [205], as well as the CLEF TAR 2017 [113]], CLEF TAR
2018 [114], and CLEF TAR 2019 [1135]] collections. It also includes an updated version of the Alharbi
and Stevenson dataset [9].

Note that as CSMED was introduced relatively late in the development of this thesis, it was not

used in the experiments but is included here for completeness.



Part 1
Exploiting Seed Studies
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Information specialists often use seed studies—exemplar documents known a priori and often
provided by systematic review researchers—to assist in creating effective queries. Seed studies
are employed in various ways, such as identifying potential terms or phrases for Boolean query
construction and initial validation of search strategies by analysing precision and recall against these
documents.

The use of seed studies has garnered attention within the Information Retrieval community to
advance systematic review creation, leading to techniques leveraging them for automatic query
formulation [216] and screening prioritisation (i.e., ranking retrieved studies) [[128,261]. However,
a significant limitation of previous work lies in the collections used: they often lack real-world seed
studies—these works circumvent this limitation by using a small portion of the final relevant studies as
pseudo seed studies.

While pseudo seed studies are derived from documents known to be relevant and included in a
systematic review, we argue that their use may overestimate the effectiveness of any Al methods (such
as ranking of retrieved documents) relying on them. Since these documents are inherently biased
towards relevance, the evaluation outcomes may not accurately reflect real-world scenarios where seed
studies are less well-defined.

This thesis addresses these limitations in two key ways. First, we validate one influential seed-
driven approach that prioritises systematic review rankings [128]], using the existing methodology with
pseudo seed studies; this is shown in Chapter[3] Then, in Chapter[d] we create a new systematic review
collection that incorporates real seed studies. This allows us to further validate seed-driven methods in

a more realistic setting, providing insights into their performance under practical conditions.



Chapter 3

Reproduction of Seed-driven Document

Ranking

This chapter focuses on validating existing methodologies that utilise seed studies for automating
systematic review creation. A key task in this context is screening prioritisation—ranking retrieved
studies based on their likelihood of inclusion—to help reviewers assess the most promising studies
first and thereby accelerate the review process. A notable approach, Seed-driven Document Ranking
(SDR), proposed by Lee and Sun [128]], leverages seed studies specifically for this ranking task during
systematic review creation.

However, the challenges present at the time of SDR’s publication (in 2018) limited its broader
evaluation—available datasets for researching screening prioritisation were scarce. The original SDR
was evaluated only using CLEF TAR 2017, which consists of 50 systematic review topics focused
on diagnostic test accuracy. Consequently, subsequent research in this domain often omitted SDR
from comparative analyses, leaving its generalisability and robustness underexplored. Later in 2018
and 2019, CLEF TAR introduced additional benchmark datasets specifically designed for evaluating
technology-assisted review methods, including screening prioritisation. These datasets provided a
more standardised foundation for assessing retrieval and ranking techniques. However, by that time,
research focus had shifted toward newer approaches, and SDR was largely left out of subsequent
evaluations. As a result, there remains an open question regarding how well SDR performs across
these more diverse and representative datasets.

We devise the following research questions (RQs) to guide our investigation into why we are

interested in reproducing the SDR method:

RQ1 Does the effectiveness of SDR generalise beyond the CLEF TAR 2017 dataset? The original
study was evaluated on a single dataset of systematic review topics. In this study, we use our replicated
implementation of SDR to examine its effectiveness across more recent and diverse topics (CLEF

TAR 2017 only contains systematic reviews about diagnostic test accuracy).

RQ2 What is the impact of using multiple seed studies collectively on the effectiveness of SDR? The
29
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Figure 3.1: Architecture of Single-SDR, Multi-SDR and Iterative-SDR.

original study focused on two aspects: an initial ranking using a single seed study, and an iterative
ranking that uses the remaining seed studies one at a time. We investigate the first aspect, focusing on

the impact of multiple seed studies (multi-SDR) used collectively to produce an initial ranking.

RQ3 7o what extent do seed studies impact the ranking stability of single- and multi-SDR? Seed
studies have been shown to significantly affect the effectiveness of resulting queries, as demonstrated
by Scells et al. [213]. Inspired by this finding, we conduct a similar analysis to measure the variance

in SDR effectiveness under both single- and multi-seed study settings.

The above three research questions (1) demonstrate the novelty of SDR method by conducting
experiments on more datasets (RQ1), and experiments that further explore the method’s effectiveness
(RQ2, RQ3), (2) assess the impact of SDR on the Information Retrieval community and the broader
systematic review community, (3) evaluate the reliability of SDR by comparing it to several baselines
on publicly available datasets, and (4) make our complete reproduction of SDR publicly available for

use as a baseline in future work on re-ranking for systematic reviews.

3.1 Replicating Seed-driven Document Ranking

In the original paper by Lee and Sun, two experimental settings for SDR are proposed: an initial
ranking of retrieved studies using one seed study (Single-SDR), and iterative re-ranking by updating
the query with one seed study at a time (Iterative-SDR) to simulate the manual screening process.
Our reproduction focuses on the initial ranking stage, which we extend to scenarios using multiple
seed studies simultaneously. This focus is justified for two reasons: (1) screening prioritisation is an
accepted practice in systematic review creation, as all studies must still be screened [34]; and (2) an
effective initial ranking naturally leads to more efficient re-ranking, as relevant studies are identified
earlier. Figure [3.1] provides an overview of SDR approaches, illustrating Single-SDR, Multi-SDR,
and Iterative-SDR. While this paper focuses on Single-SDR and Multi-SDR experimental settings,



3.1. REPLICATING SEED-DRIVEN DOCUMENT RANKING 31

---- Avg of relevant docs Bl [rrelevant docs
-------- Avg of irrelevant docs Hll Relevant docs

e H

Figure 3.2: Intra-similarity between relevant and irrelevant studies. Each tick on the x-axis represents
a review topic from CLEF 2017.

©
I

o
N

Intra-similarity
1
1
|
1
1
|
1
|
1
1
|
1
1
|
1
|
1
1
|
1
1
|
1
|
1
1
1
|
1
1

Iterative-SDR is shown for completeness to contextualise our work within the broader SDR framework.
The intuition behind SDR is that relevant studies are similar to each other. The original paper makes
two key observations to support this idea: (1) relevant studies are more similar to each other than to
non-relevant studies; and (2) relevant studies share many clinical terms. These observations guide
the representation and scoring of documents based on a seed study. We attempt to replicate these
observations below to verify that our implementation follows the same methodology and to test whether

the underlying assumptions still hold.

Observation 1: For a given systematic review, its relevant documents share higher pairwise

similarity than that of irrelevant documents.

We find that this observation holds in our reproduction: as shown in Figure [3.2] for every topic,
relevant documents exhibit higher pairwise similarity than non-relevant ones. To generate this plot,
we followed the original SDR methodology from Lee and Sun [[128]] and randomly sampled the set
of non-relevant documents ten times for each topic so that the number of non-relevant documents
matched the number of relevant ones. However, we observe that the absolute values of intra-similarity
differ from those reported by Lee and Sun [[128]. This discrepancy may be due to differences in data
sources and preprocessing. For example, one likely factor is the evolution of PubMed content over
time. The original study likely used a snapshot from around 2017, whereas we use the a later version
of PubMed (2021). Since the CLEF TAR dataset does not specify the exact date of extraction, we are

unable to replicate the original data state precisely.

Observation 2: Relevant documents for a given systematic review share high commonality in

terms of clinical terms.



32 CHAPTER 3. REPRODUCTION OF SEED-DRIVEN DOCUMENT RANKING

s (0.0, 0.2] s (0.4, 0.6] Bam (0.8,1.0
(0.2, 0.4] s (0.6, 0.8]

BOW/(Our)

BOW(Lee&Sun)

BOC(Clinical terms)

00 02 04 06 08 1.0

Figure 3.3: Distribution of terms in relevant studies using BOW (Bag of Words) and BOC (Bag of
Clinical Terms), as described in Observation 2.

This observation also holds in our reproduction, as shown in Figure [3.3] Following the original
study [128]], we define a clinical term as any term matching an entry in the Unified Medical Language
System (UMLS), identified using QuickUMLS. A document is represented either as a bag of words
(BOW) with standard stopword removal, or as a bag of clinical terms (BOC), where only UMLS-
matching terms are retained. To measure commonality among relevant documents, we compute the
normalised document frequency (DocFreq) of each term and group terms into five bins: (0.0, 0.2),
[0.2,0.4), [0.4, 0.6), [0.6, 0.8), and [0.8, 1.0], where a DocFreq of 1.0 indicates the term appears in all
relevant documents for a given topic. As reported by Lee and Sun [128]], clinical terms (in BOC) appear
more frequently in the higher DocFreq bins than generic words (in BOW), indicating stronger term
commonality among relevant documents. Our reproduction confirms this trend. While our BOC and
BOW distributions do not perfectly match the original plot, the relative patterns are consistent: BOC
terms show much greater shared usage across relevant documents than BOW terms. We also found
that with minor modifications to the pre-processing pipeline, we achieved slightly higher commonality
for BOW terms compared to the original. This is likely due to differences in vocabulary size. When
using the original paper’s preprocessing, our BOW vocabulary had 1,612,974 terms, and BOC terms
accounted for only 4.6% of this space. With our improved preprocessing, BOC terms cover 31.2%
of our reduced BOW vocabulary, which is just 14.8% the size of the original. Naturally, a smaller
vocabulary increases the likelihood of shared terms, which may partially explain the differences in
absolute values. Note that BOC is a subset of BOW.
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3.1.1 Document Representation

Given Observation 1 about relevant studies for this task, Lee and Sun chose to represent studies as a
‘bag of clinical words’ (BOC). They chose to use the Unified Medical Language System (UMLS) as
their ontology of clinical terms. UMLS is an umbrella ontology that combines many common medical
ontologies such as SNOMED-CT and MeSH. In order to identify UMLS concepts (and therefore the
clinical terms) within the studies, Lee and Sun combine the outputs of the NCBO Bioportal [167]] APIE]
and QuickUMLS [228]]. We follow their process as described, however we are not aware if it is not
possible to set a specific version for the NCBO API. We use QuickUMLS version 1.4.0 with UMLS
2016AB.

3.1.2 Term Weighting

SDR weights terms based on the intuition that terms in relevant studies are more similar to each other (or
occur with each other more frequently) than non-relevant studies. The weight of an individual term in a
seed study is estimated by measuring to what extent it separates similar (pseudo-relevant) and dissimilar
(pseudo-non-relevant) studies. Formally, each term #; in a seed document d (#; € dy) is weighted using
the function @(t;,ds) = In <1 + %) , where Dy, represents the subset of candidate studies to be
ranked where #; appears, and Dy replresents the subset of candidate studies to be ranked where ¢; does
not appear. The average similarity between studies is computed as y(D,d;) = |%| Y.a,epsim(dj,ds),
where sim is the cosine similarity between the vector representations of the candidate study d; and the

seed study d;. We follow the original implementation and represent studies as tf-idf vectors.

3.1.3 Document Scoring

The original SDR implementation uses the Query Likelihood Model with Jelenik-Mercer smoothing for
scoring studies. Typically, this ranking function is derived as indicated by QLM shown in Equation (3.1}
where c(t;,ds) represents the count of a term in a seed study, c(#;,d) represents the count of a term in a
candidate study, L, represents the number of terms in a study, p(#;|/C) represents the probability of a
term in a background collection, and A is the Jelenik-Mercer smoothing parameter. To incorporate
the term weights as described in Subsection the original paper includes ¢ function into the

document scoring function as shown in Equation 3.1

QLM
Term Weight A I ( d)
— 1— c(t;, )
score(d,ds) = ti,dg) -c(ti,ds)-log| 1+ . 3.1
) gd Pl el g( 2 Lg-p(lC) Gb

where p(1;|C) is estimated using maximum likelihood estimation over the entire candidate set of
studies C. In the original paper, when additional seed studies were ranked in the top-k set of candidate
seed studies (denoted as dy), a re-ranking was initiated by expanding each ¢; in d; with the new terms

from dy. For our replication study, we only consider the initial ranking of candidate studies, as an

"http://data.bioontology.org/documentation
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abundance of baseline methods can be used as a comparison for this task. It is also arguably the
most important step as a poor initial ranking will naturally result in a less effective and less efficient

re-ranking.

3.1.4 Multi-SDR

One assumption in the original paper is that only a single seed study can be used at a time for ranking
candidate studies. We propose a modification by studying the impact of using multiple seed studies
collectively. In practice, it is common for Boolean queries (i.e., the search strategies used to retrieve
the set of candidate studies we use for ranking) to be developed with a handful of seed studies, not just
a single seed study. We hypothesise that the effectiveness of SDR will increase when multiple seed
studies are used. Each relevant study must be used as a seed study for ranking, as the seed studies are
not known in any of the collections we used. Therefore the average performance across topics was
recorded (i.e., leave-one-out cross-validation). This study follows the methodology for the single-SDR
method described in the subsections above. How we adapt single-SDR for a multi-SDR setting, and

how we make this comparable to single-SDR is described as follows.

Grouping Seed Studies

To study multi-SDR, we randomly group multiple seed studies together and perform leave-one-out
cross-validation over these groups. To account for any topic differences that may impact performance,
we use a sliding window across the list of seed studies so that a seed study can appear in multiple
groups. The number of seed studies to fill each group was chosen to be 20% of the total seed studies.
Rather than use a fixed number of seed studies, choosing different proportions simulates the use of
seed studies in practice, i.e., different amounts of seed studies may be known before conducting a

review.

Combining Seed Studies for Multi-SDR

The way we exploit multiple seed studies for SDR is, we believe, similar to how Lee and Sun used
multiple seed studies in their relevance feedback approach to SDR. We concatenate seed studies
together such that the resulting representation can be used directly with the existing single-SDR
framework. We acknowledge that there may be more sophisticated approaches to exploit multi-SDR.
However, we leave this as future work as it is out of the scope for this reproducibility study. When
computing term weights for multi-SDR, we also encountered computational infeasibility for large
groups of seed studies. To this end, we randomly sampled the number of irrelevant studies to 50 each

time we compute .

Comparing Single-SDR to Multi-SDR

Directly comparing the results of multi-SDR to single-SDR is not possible due to the leave-one-out

cross-validation style of evaluation used for single-SDR. To address this, we apply an oracle approach
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to identify the most effective single-SDR run out of all the seed studies used for a given multi-SDR
run in terms of MAP. We then remove the other seed studies used in the multi-SDR run from the
oracle-selected single-SDR run so that both runs share the same number of candidate studies for

ranking.

3.2 Experimental Setup

3.2.1 Datasets

When the original SDR paper was published, only a single collection with results of baseline method
implementations was available. We intend to assess the generalisability of their SDR method on several

new collections which have been released since. The collections we consider are:

CLEF TAR 2017 [113] This is the original dataset that was used to study SDR. We include this
dataset to confirm that we achieve the same or similar results as the original paper. This collection
includes 50 systematic review topics on diagnostic test accuracy — a type of systematic review that
is challenging to create. The 50 topics are split into 20 training topics and 30 testing topics. In our
evaluation, we removed topics CD010653, CD010771, CD010386, CD012019, CD011549 as they
contained only a single or no relevant studies to use as seed studies. For our experiments using
multiple seed studies, we further removed topics CD010860, CD010775, CD010896, CD008643,
CDO011548, CD010438, CD010633, CD008686 due to low numbers of relevant studies.

CLEF TAR 2018 [114] This collection adds 30 diagnostic test accuracy systematic reviews as topics
to the existing 2017 collection; however, it also removes eight because they are not ‘reliable for
training or testing purposes. In total, this collection contains 72 topics. Our evaluation only used
30 additional reviews of the 2018 dataset and removed topics CD012216, CD009263, CDO0O11515,
CDO011602, and CD010680 as they contained only a single or no relevant studies to use as seed
studies. We also removed topic CD009263 because we ran into memory issues when running
experiments on this topic due to many candidate documents (approx. 80,000). For our experiments
using multiple seed studies, we removed topics CD012083, CD012009, CD010864, CD011686,

CDO011420 due to low numbers of relevant studies.

CLEF TAR 2019 [115] This collection further develops on the previous years’ by also including
systematic reviews of different types. From this collection, we use the 38 systematic reviews of
interventions (i.e., a different type of diagnostic test accuracy) We use this collection to study the
generalisability of SDR on other kinds of systematic reviews. In our evaluation, we removed topics
CDO010019, CD012342, CD011140, CD012120, CD012521 as they contained only a single or no

relevant studies to use as seed studies. For our experiments using multiple seed studies, we further

2Although the overview paper claims there are 40 interventions topics, there are two topics that appear in both training
and testing splits. However, like the previous datasets, we ignore these splits and combine the training and testing splits.
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removed topics CD011380, CD012521, CD009069, CD012164, CD007868, CD005253, CD012455

due to low numbers of relevant studies.

3.2.2 Baselines

The baselines in the original paper included the best performing method from the CLEF TAR 2017
participants, several seed-study-based methods, and variations of the scoring function used by SDR.
For our experiments, we compare our reproduction of SDR to all of the original baselines that we
have also reproduced from the original paper. The baselines in the original paper include: BM25-
{BOW,BOC}, QLM-{BOW,BOC}, SDR-{BOW,BOC}, and AES-{BOW,BOC}. The last method,
AES, is an embedding-based method that averages the embeddings for all terms in the seed studies.
The AES method uses pre-trained word2vec embeddings using PubMed and Wikipedia, following Lee
and Sun [[128]. We also include a variation that uses only PubMed embeddings (AES-P). Finally, we
include the linear interpolation between SDR and AES, using o = 0.3 as the interpolation parameter
following Lee and Sun [128]].

3.2.3 Evaluation Measures

For comparison to the original paper, we use the same evaluation measures. These include MAP,
precision @k, recall @k, LastRel%, and Work Saved over Sampling (WSS). LastRel is a measure
introduced at CLEF TAR’17 [113]. It is calculated as the rank position of the last relevant document.
LastRel% is the normalised percentage of studies that must be screened in order to obtain all relevant
studies. Work Saved Over Sampling; a measure initially proposed to measure classification effec-
tiveness [45], 1s calculated instead here, by computing the fraction of studies that can be removed
‘C‘_?“Taftm. Where C is the number of
studies originally retrieved (i.e., the candidate set for re-ranking). For precision@k and recall @k,

from screening to obtain all relevant documents; i.e., WSS =

we report much deeper levels of k: the original paper reported k = {10,20,30}; where we report
k ={10,100,1000}. Furthermore, we also report nDCG at these k-values, as it provides additional
information about relevant study rank positions. We compute LastRel% and WSS using the scripts

used in CLEF TAR 2017. For all other evaluation measures we use trec_eval (version 9.0.7).

3.2.4 Document Pre-Processing

It is widely known that document pre-processing (e.g., tokenisation, stopword removal, stemming)
can have a significant impact on ranking performance [55]. In the original SDR implementation
by Lee and Sun [128]], Gensim version 3.2.0 was used to preprocess documents. According to the
paper, documents were split using whitespace, and stopwords were removed using the NLTK library.
However, although the original paper specifies the versions of the libraries used for ranking, it provides
limited detail on key preprocessing steps—such as the specific stopword list, tokenisation rules, or

punctuation handling.
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Table 3.1: Reproduction results of baselines and SDR methods on the CLEF TAR 2017 dataset.
For BOW methods, the pre-processing pipeline used by Lee and Sun is denoted by ‘-LEE’. BOW
methods that do not have this demarcation correspond to our pipeline. For AES methods, word2vec
PubMed embeddings are denoted by ‘-P’. AES methods that do not have this demarcation correspond
to word2vec embeddings that include PubMed and Wikipedia. Statistical significance (Student’s
two-tailed paired t-test with Bonferonni correction, p < 0.05) between the most effective method
(SDR-BOC-AES-P) and all other methods is indicated by .

Method MAP Prec. Prec. Prec. Recall Recall Recall nDCG nDCG nDCG LR% WSS
10 100 1000 10 100 1000 10 100 1000
Sheffield-run-2[6] | 1706 | .1367 .0703  .0156 | .1759 5133 8353 | 2089 3342 4465 | 4660 | .5340
BM25-BOW-LEE A7107 | 20277 08677 01957 | (1543 5118 8798 | .2439T  3419Y 47707 | 49027 | .5098"
BM25-BOW 1810 | 21287 .0898T 0200 | .1646  .5232F 8928 | 2560 35347  4899F | 44277 | 5573F
BM25-BOC 17647 | 21457 08957 0200 | .1562 5215 8944 | 2539 3496 48717 | 44017 | 55997
QLM-BOW-LEE 15397 | 18467 07787 01847 | 13677 46647 8508 | 21987 3091T 44547 | 46627 | .5338"
QLM-BOW 1973 | 2360 .0964 0203 | .1855 5464 9081 | .2827 3772 5100 | .3851 | .6149
QLM-BOC 1894 | 2330 .0951 0202 | .1809 .5376 9032 | 2771 3684 5018 | .3936 | .6064
SDR-BOW-LEE 15337 | 17770 07807 01857 | .1304T 47107 85767 | 21427 30887 44607 | 46607 | .53407
SDR-BOW 1972 | 2264 0952 0204 | .1718 5398 9083 | 2739 3728 5081 | .3742 | .6258
SDR-BOC 1953 | 2329 0974 0206 | .1751 5530 9151 2756 3751 5086 | 3689 | .6311
AES-BOW 15167 | 17687 0785 01907 | (13697 4611 87947 | 21637 31067 45527 | 45497 | 54517
AES-BOW-P 16047 | 18727 08097 01937 | .14807 49547 88957 | 22747 32557 46697 | 40887 | .5912F
SDR-BOW-LEE-AES 1716% | 20087 .08707  .0197 14847 5250 .8988T | 23897 34207 47927 | 41487 | .5852F
SDR-BOW-AES 1958 | 2309 0957 .0203 | .1750 5568 9163 | 2756 3764 5090 | .38807 | .6120"
SDR-BOC-AES 1964 | 2364 0972 0204 | .1770 5699 9195 | .2800  .3813 5117 | .38307 | .6170"
SDR-BOW-LEE-AES-P | .1764% | 20587 08837 .0199 | .1570  .5349" 90817 | .2448" 35007 .4865" | .3796" | .6204%
SDR-BOW-AES-P 1983 | 2322 0961  .0204 | .1740 5673 9206 | 2768 3812 5128 | .3608 | .6392
SDR-BOC-AES-P 1984 | 2369 .0970 0205 | .1788  .5737 .9241 | 2807 .3837 .5147 | .3566 | .6434

To clarify these settings, we contacted the original authors and confirmed that documents were
indeed split using space, and stopwords were removed using NLTK. In our reproduction, we made
minor adjustments to the document pre-processing pipeline. First, documents were cleaned to remove
punctuation marks. They were then tokenised using Gensim’s tokeniser (version 3.2.0), consistent
with the original setup. For stopword removal, we used NLTK version 3.6.3 (the latest available at the
time of our study), as the original version was not specified. All terms were lowercased for all methods

except AES. No stemming was applied in either our reproduction or the original implementation.

3.3 Results

Before we investigate the three research questions of our reproducibility study, we first examine the
extent to which we were able to replicate the results of Lee and Sun. In this study, we were unable to
exactly replicate the results due to what we believe to be minor differences in document pre-processing
and evaluation setup. Despite these difference, the results in Table (or in simplified visulisation
in Figure [3.4)) show a similar performance across the baselines and evaluation measures compared to
what Lee and Sun originally reported in their paper for our pre-processing pipeline.

The results observed comparing the document pre-processing pipeline for the BOW representation
as described by Lee and Sun (*-LEE) to our document pre-processing pipeline show that the BOW

baselines may not have been as strong as if the original authors had performed a similar pipeline as
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[ LEE Variant 8 BOW W BOC
Single-model Methods Interpolated Methods

SDR-BOC 0.631
SDR-BOW 0.626

SDR-BOC-AES-P
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AES-BOW-P 0.591
SDR-BOW-LEE-AES-P
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0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.0 0.1 0.2 0.3 0.4 0.5 0.6
WSS WSS

Figure 3.4: A visualisation of the results from Table [3.1|for improved readability. The figure presents
WSS scores across methods to highlight performance differences more clearly.

us. We find that although the results comparing their baseline is statistically significant with our best
performing method, our baseline is not significantly different. Finally, we find that the SDR-BOW-
AES-LEE method, which corresponds to their most effective method, is significantly worse than our
most effective method for 2017, SDR-BOW-AES-P.

In terms of the BOC representation we were unable to identify a more effective pipeline for
extracting clinical terms. Here, we applied the clinical term extraction tools over individual terms in
the document (following the pre-processing of Lee and Sun), and not the entire document. Although
we find this to be counter-intuitive, as tools like QuickUMLS and the NCBO API use text semantics
to match n-grams, the result of applying the tools to individual terms has the effect of reducing the
vocabulary of a seed study to the key concepts.

Finally, comparing our evaluation setup to Lee and Sun, we find that there were a number of topics
in the CLEF TAR 2017 dataset that were incompatible with SDR. Rather than attempting to replicate
their results, we simply do not compare their original results with ours, since we do not have access
to their run files or precise evaluation setup. Furthermore, when we compare the results we report
from to the best performing participant at CLEF TAR 2017 that did not use relevance feedback [6], we
remove the same topics from the run file of this participant for fairness. Although this method cannot
be directly compared to, we can see that even relatively unsophisticated methods that use seed studies

such as BM25-BOW are able to outperform the method by this participant.

3.3.1 Generalisability of SDR

We next investigate the first research question: Does the effectiveness of SDR generalise beyond the
CLEF TAR 2017 dataset? In Table [3.2] we can see that the term weighting of SDR almost always
increases effectiveness compared to using only QLM, and that interpolation with AES can have further
benefits to effectiveness. However, we note that few of these results are statistically significant.
Additionally, we find that SDR-AES-P was not always the most effective SDR method. Indeed on
the 2019 dataset, SDR-BOW was the most effective. The reason for this may be due to the difference
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Table 3.2: Generalisability of results on the CLEF TAR 2017, 2018 and 2019 datasets. Representations
used in this table are all BOC. Statistical significance (Student’s two-tailed paired t-test with Bonferonni
correction, p < 0.05) between the most effective method (SDR-AES-P) and other methods is indicated

by .

Method MAP | Prec. Prec. Prec. Recall Recall Recall | nDCG nDCG nDCG | LR% WSS
10 100 1000 10 100 1000 10 100 1000
~ QLM 1894 | 2330 .0951 .0202 | .1809 .5376 9032 2771 .3684 5018 .3936 .6064
§ SDR 1953 | 2329 .0974 .0206 | .1751 .5530 9151 2756 3751 .5086 .3689 6311
SDR-AES-P | .1984 | .2369 .0970 .0205 | .1788 5737 9241 2807 3837 5147 3566 .6434
w QLM 2344 | 2594 1130  .0219 | .1821  .6214 9104 | 3141 4156 5312 | 33177 | .6683"
§ SDR 2374 | 2549 1136 .0221 | .1798 6176 9174 3117 4163 5351 .3024 .6976
SDR-AES-P | .2503 | .2688 .1161 .0222 | .1957 .6036 9234 3259 4243 5445 2695 7305
o QLM 2614 | 2599  .0881 .0169 | .2748 7032 9297 3458 4700 .5482 4085 5915
§ SDR 2790 | 2663  .0899 .0169 | .3048 7151 9337 .3594 4846 .5602 3819 .6181
SDR-AES-P | .2827 | .2667 .0898 .0168 | .2973 7174 9378 3649 4913 5672 3876 6124
CLEF 2017 CLEF 2018 CLEF 2019
0.750
0.731
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0.700F
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g 0.650} 0.643
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Figure 3.5: A visualisation of the results from Table [3.2| for improved readability. The figure presents
WSS scores across methods to highlight performance differences more clearly.

in topicality of the 2019 dataset. This suggests that not only is the method of identifying clinical terms
not suitable for these intervention systematic review topics, but that the interpolation between SDR

and AES may require dataset-specific tuning.

3.3.2 Effect of Multiple Seed Studies

Next, we investigate the second research question: What is the impact of using multiple seed studies
collectively on the effectiveness of SDR? Firstly, several topics were further removed for these experi-
ments. Therefore, the results of single-SDR in Table [3.3]are not directly comparable to the results in
Tables [3.1]and [3.2] In order to measure the effect multiple studies has on SDR compared to single seed
studies, we also remove the same topics for single-SDR.

We find that across all three datasets, compared to single-SDR, multi-SDR can significantly
increase the effectiveness. We also find that the largest increases in effectiveness are seen on shallow
metrics across all three CLEF TAR datasets. This has implications for the use of SDR in practice, as
typically, multiple seed studies are available before conducting the screening process. Therefore, when
multiple seed studies are used for the initial ranking process, active learning methods that iteratively

rank unjudged studies will naturally be more effective (as more relevant studies are retrieved in the
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Table 3.3: Results comparing single-SDR and multi-SDR on the CLEF TAR 2017, 2018, and 2019
datasets. Note that the results for single-SDR are not directly comparable to the above tables as
explained in Section [3.1.4] Statistical differences (Student’s paired two-tailed t-test, p < 0.05) are
indicated pairwise between the single- and multi- SDR BOC and BOW methods for each year (e.g.,
single-SDR-BOC-AES-P vs. multi-SDR-BOC-AES-P for 2017). % Change indicates the average
difference between single- and multi-{BOW+BOC}.

Method MAP Prec. Prec. Prec. Recall Recall Recall nDCG nDCG nDCG LR% WSS
10 100 1000 10 100 1000 10 100 1000
Single-BOC | .3116 4235 1463 0255 | 2219 6344 9469 | .4830 .5330 6595 3699 6301
~ Single-BOW | .3098 4076 1465 0255 | 2158 6366 9472 | 4679 5312 6566 3687 6313
§ Multi-BOC 45547 58047 1752 02727 | 29177 71517 96617 | 68177 67657 7835F 3427 6573
Multi-BOW | 46107 59107 1762F 02727 | 29517 71557 96597 | .6924F 68057 78667 13450 .6550
% Change | 47.4801 | 41.0234 20.0132 66705 | 34.1131 12.5557 2.0029 | 44.5398 27.5202 193035 | -6.8792 | 4.0283
Single-BOC | .3345 4443 1671 0285 | 2041  .6181  .9280 | .5011 5296 6551 2641 7359
w Single-BOW | .3384 4433 1678 .0286 | 2062  .6197  .9383 | .4955 .5301 6579 2577 7423
§ Multi-BOC 47797 61307 1979 03077 | 28217 69977 .9592% | 7199F 68237 7908 2394F 76067
Multi-BOW | .4809" 61097 19787 03067 | 28137 69687 95857 | .7218" 6835° 79247 2396 7604
% Change | 42.5011 | 37.8814 18.1509 7.2657 | 37.3377 12.8217 27561 | 44.6754 28.8870  20.5797 | -8.1919 | 2.8990
Single-BOC | .3900 4249 1285 0221 | 3196 7261 9368 | .5365 6164 6897 4304 .5696
o Single-BOW | .3925 4418 1272 0222 | 3366 7243 9386 | 5516 6164 6916 4285 5715
S Multi-BOC 5341F 57467 15337 02437 | 39627 78967 96227 | 71057 7458° 80917 3852F 61487
Multi-BOW | .5374" 58647 15217 .0244F | 40317 78537 96167 | 72237 7466 81147 3877" 61237
% Change | 36.9305 | 33.9958 19.3948 9.9327 | 21.8599 8.5825 25819 | 31.6927 21.0510 17.3213 | -10.0189 | 7.5424
B Single B Multi
CLEF 2017 CLEF 2018 CLEF 2019
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0.75fF
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Figure 3.6: A visualisation of the results from Table [3.3|for improved readability. The figure presents
WSS scores across methods to highlight performance differences more clearly.

early rankings). However, we argue that the assumption that relevant studies are a good surrogate for
seed studies made by Lee and Sun [128]] and by others in other work such as Scells et al. [216] may
be weak and that methods that utilise relevant studies for this purpose overestimate effectiveness. In
reality, seed studies may not be relevant studies. They may be discarded once a Boolean query has

been formulated (e.g., they may not be randomised controlled trials or unsuitable for inclusion in the

review).

3.3.3 Variability of Seed Studies on Effectiveness

Finally, we investigate the last research question: 7o what extent do seed studies impact the ranking
stability of single- and multi-SDR? We investigate this research question by comparing the topic-by-

topic distribution of performance for the same results present in Table [3.3] These results are visualised
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Figure 3.7: Topic-by-topic distribution of effectiveness (MAP) for the oracle-selected single-SDR-
BOC-AES-P method (top figures) versus multi-SDR-BOC-AES-P.

in Figure[3.7] That is, we compare the multi-SDR results to the oracle single-SDR results, described in
Section [3.1.4]so that we can fairly compare the variance of one to the other. We find that the variance
obtained by multi-SDR is generally higher than that of single-SDR using DTA systematic review
topics (Figure vs. Figure — and Figure vs. Figure[3.7d). We compute the mean variance
across all topics, and find that the variance of multi-SDR (4.49¢-2) is 10.89% higher than single-SDR
(4.44e-2) result for the 2017 dataset, and 11.76 % for the 2018 dataset (single: 3.43e-2; multi: 4.17e-2).
For the 2019 dataset, we find that the variance of multi-SDR (7.93e-2) is 6.51% lower than single-SDR
(8.48e-2).

However, when we randomly sample seed studies from each group for single-SDR, we find that
the variance of multi-SDR is significantly lower: 53.2% average decrease across 2017, 2018, and 2019.

This suggests that the choice of seed study is considerably more important for single-SDR than for
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multi-SDR and that multi-SDR produces much more stable rankings, regardless of the seed studies

chosen for re-ranking.

3.4 Summary of Findings

We reproduced the Seed-driven Document Ranking (SDR) method introduced by Lee and Sun [[128]
on all available CLEF TAR datasets [[113} 114, 115]]. In our experiments, we simulated seed studies
using documents marked as ‘included studies.” Our analysis showed that the 2017 and 2018 datasets
exhibited similar performance trends, in contrast to the results from the 2019 dataset. We attribute this
discrepancy to topical differences between the datasets and suggest that tuning the SDR parameters
could help align the 2019 results more closely with those from 2017 and 2018. Through various prepro-
cessing steps, we observed that the bag-of-words (BOW) representation of relevant documents often
exhibited a higher overlap of common terms compared to the bag-of-concepts (BOC) representation.
We also found that using the BOC representation within SDR improved performance, particularly when
term weighting was applied. We showed that multi-SDR consistently outperformed single-SDR. Our
experiments used an oracle-based method to select optimal seed studies when comparing multi-SDR
with single-SDR. As a result, the actual performance gap between multi-SDR and single-SDR could
be even greater than observed. Lastly, regarding the impact of seed studies on ranking stability, our
findings indicate that while multi-SDR achieved better effectiveness than single-SDR, it was generally
associated with greater variance in performance outcomes.

This chapter contributes to the broader goal of improving seed-driven automation for systematic
reviews by evaluating existing methods under controlled, reproducible conditions. However, all
experiments in this chapter rely on pseudo-seed studies—documents selected from the final included
set—which may not reflect real-world screening scenarios. This limitation motivates the next chapter,
where we introduce a new dataset built from actual seed studies used during the early stages of
systematic review creation. By evaluating SDR and related methods in a more realistic setting, we aim

to better understand their practical reliability and generalisability.



Chapter 4

Creation of Dataset with Seed Studies

Previously, we investigated one effective method named Seed-driven Document Ranking (SDR)
and demonstrated its high performance using pseudo seed studies for more effective document
ranking during systematic review screening. However, methods employing pseudo seed studies rely on
documents known to be relevant and already included in a systematic review, which, as we demonstrate,

leads to an overestimation of effectiveness.

To address this issue, we present a new Information Retrieval test collection, named Seed Collection,
designed specifically for systematic review literature search. The most novel contribution of this
collection is the inclusion of real seed studies for each systematic review topic. This test collection
facilitates the development of new Information Retrieval methods for systematic review literature
searches that depend upon or utilise seed studies. To evaluate the practical impact of real seed studies
compared to pseudo seed studies, we reproduce two prominent methods from existing literature:
seed-driven automatic query formulation by Scells et al. [213]] and seed-driven document ranking
by Lee and Sun [128], that is reproduced in Chapter [3] Furthermore, we introduce and explore a
technique frequently utilised during systematic review creation yet often overlooked in Information
Retrieval research—snowballing (also known as citation chasing). This method is discussed in
greater detail in the sections that follow. These three use cases are visualised in Figure 4.1, We
make our test collection and the results of all of our experiments and analysis available at https:

//github.com/ielab/sysrev-seed-collection.

4.1 Collection Details

In this section, we discuss the creation and analysis of the collection, including the information
needs for systematic review literature search, the attributes of the collection, challenges encountered,

relevance judgments, and collection statistics and analysis.
43
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Figure 4.1: High-level overview of the systematic review creation processes that are relevant to
our collection, and several use cases of our collection for automating these processes. Also shown
are the three use-cases we will demonstrate for our collection: [j§j query formulation, |4 screening
prioritisation, and 8] ranking with snowballing.

Table 4.1: Attributes of each topic in our collection. PMID refers to ‘PubMed identifier’, and is used
to uniquely identify a study or document in the PubMed database.

Name Description

ID Unique ID of a topic.

Link to Review Link (URL) to the published review.

Title Title of the systematic review.

Description Topical summary of the systematic review, drafted

during original query formulation

Date restrictions Date restriction used to retrieve studies.
PubMed query PubMed Boolean query used to retrieve studies.
Seed studies PMIDs of seed studies.

Included studies PMIDs of included studies.

Retrieved studies PMIDs of studies retrieved by the query.
Snowballed studies PMIDs of snowballed studies.

4.1.1 Topic Attributes

Our dataset is based on systematic review topics provided by Justin Clark, a senior information
specialist at the Bond Institute for Evidence-Based Healthcare. Each systematic review topic is
developed using Boolean queries crafted by Justin over the past five years. The original unstructured

data is organised into a structured collection comprising 40 topics.

Each topic in the collection includes several attributes, as detailed in Table First, each
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systematic review is assigned a unique ID. Since the collection comprises completed and published
systematic reviews, we also include the title and URL linking to the published review. Additionally,
each topic includes a brief description of the search strategy provided by our information specialist
co-author.

Beyond these metadata attributes, each topic includes detailed query information, specifically the
PubMed Boolean query, the date restrictions applied during searches (i.e., to restrict retrieved studies
based on publication dates), and the seed studies utilised to guide query development. Typically,
systematic reviews employ multiple queries across various medical literature databases to maximise
recall. However, due to subscription barriers, our collection only includes queries from PubMed. This
limitation is common across existing collections mentioned in Section[2.3] including ours.

The next set of attributes corresponds to the relevance assessments. The included studies represent
studies that are relevant at the full-text level. This means that these studies are assessed as sufficient to
be included in the final review. As such, it should be noted that evaluation of an Information Retrieval
system using our collection is more strict (i.e., it is naturally more challenging to identify those studies
that will be included in the final systematic review than those that are potentially relevant at an abstract
level). Additionally, we provide the set of retrieved studies that are retrieved by the Boolean query.

The final attribute of each topic corresponds to snowballed studies. We include two sets of
snowballed studies for each topic: one corresponding to snowballing the seed studies, and another
corresponding to snowballing the retrieved included studies. The second set simulates the process that
systematic reviewers often follow to identify additional relevant studies after assessing the initially
retrieved set. Note that this is an often overlooked process in Information Retrieval research in this
domain. We take this opportunity to conduct an initial investigation into the impact snowballing has

on retrieval effectiveness and integrate the comparison of snowballing seed studies into our analysis.

4.1.2 Data Processing

Several attributes of topics require data processing beyond simple extraction. Specifically, the included
studies, the retrieved studies, and the snowballed studies require additional processing to be generated.

Included studies. The raw data provided to us does not contain relevance assessment information.
Therefore, we manually create the relevance assessments for each topic by extracting the list of studies
included in the final analysis of each systematic review. This process is not as straightforward as
scraping the reference sections; it requires manually matching the citations used in the analysis to actual
references of published studies. In cases where a study is not available in PubMed, we exclude it from
our relevance assessments under the assumption that it would not be retrievable in a PubMed-based
search.

Retrieved studies. The raw data also does not include the set of studies retrieved by the Boolean
queries. To address this, we reproduce the searches for all topics to obtain the retrieved sets. This
is automated using the Entrez API [149]. Each Boolean query is executed with its respective date

restrictions applied, ensuring that others can reproduce the retrieved document sets for each topic if
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Figure 4.2: Visualised diagram of the seed collection, which consists of main collection part and
snowballing part.
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needed.

Snowballed studies. Instead of manually performing snowballing, we employ two tools: Cita-
tionChaser [91] and SpiderCite [39]. We first use CitationChaser to format the study lists into the RIS
format required by SpiderCiteE] Using SpiderCite, we obtain the cited and citing studies for each input
set. Each record in SpiderCite includes a DOI, which we use to retrieve the corresponding entry from
PubMed.

4.1.3 Collection Statistics & Analysis

Visualised details of our collection can be viewed in Figure #.2] Overall, the Seed Collection contains
40 systematic review topics. For each systematic review topic, an average of 15 seed studies are used
for query construction, with a median of 12. The average number of included studies per systematic

review is 29, with a median of 11.5.

When comparing the overlap between seed studies and included studies, we find that, on average,
only 36.3% of seed studies are also included in the final set of included studies, and they make up just
26.1% of all included studies. This finding suggests that, although seed studies are helpful for Boolean
query construction, most are disregarded after the query phase. This demonstrates that treating included
studies as pseudo seed studies, as in prior work [[128, 216], may lead to inaccurate or overoptimistic
results, as seed studies and included studies serve fundamentally different purposes in the systematic

review creation process.

IRIS is a standardised tag format that enables citation management tools to exchange bibliographic data, and it is the
only input format supported by SpiderCite.
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Topical Similarity Analysis: Comparing Seed Studies and Included Studies.

To better characterise the relationship between seed studies and included studies in our collection, we
conduct a topical similarity analysis comparing both document sets to their corresponding systematic
review topics. This analysis aims to answer: Are seed studies and included studies similarly represen-
tative of the systematic review topics, or do they capture different aspects of the topic? Understanding
this relationship is crucial for researchers using this collection, as it informs whether methods should
use actual seed studies, pseudo seed studies (sampled from included studies), or a combination of both.
We measure similarity using three complementary metrics computed against each topic’s title (the

primary description of the systematic review’s focus):

* Jaccard similarity: Measures term overlap between document text and topic title, capturing

lexical similarity.

* Term coverage: Calculates the proportion of key terms from the topic title that appear in the

document set, indicating how comprehensively the documents cover topic terminology.

* Semantic similarity (BERT score): Uses contextual embeddings to measure semantic related-

ness beyond exact term matches, capturing conceptual similarity.

For each topic, we compute these metrics for both the set of seed studies and the set of included
studies, then compare their topical similarity. The analysis reveals whether seed studies (documents
identified early by information specialists to guide query formulation) are more, less, or equally
representative of the topic compared to included studies (documents that survived the full screening

process and met all inclusion criteria).

Aggregate Similarity: Comparable Performance Despite Different Roles. Despite their differ-
ent roles in the systematic review creation process, seed studies and included studies demonstrate
remarkably comparable topical similarity to systematic review topics. Mean Jaccard similarity is
0.0558 + 0.0173 for seed studies versus 0.0539 + 0.0183 for included studies, a difference of only
-0.0019. Mean term coverage shows similarly minimal difference: 0.3017 + 0.1162 for seed studies
versus 0.3005 + 0.1240 for included studies (difference: -0.0012). Semantic similarity scores (BERT)
also show negligible aggregate difference (0.4722 vs 0.4802 on average). These results suggest that
information specialists successfully identify topically relevant exemplar documents as seed studies,
even though many of these documents ultimately do not meet the strict inclusion criteria for the final
systematic review. The comparable similarity scores indicate that seed studies serve their intended
purpose: providing broad topical coverage and relevant terminology for query construction, rather than

strictly adhering to the final inclusion criteria.

Topic-Level Variation: Context-Dependent Relationships. However, the aggregate view masks
substantial topic-level variation in the relationship between seed and included study similarity. Fig-

ure {.3]illustrates the per-topic differences in Jaccard similarity and semantic similarity between seed
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and included studies. For 23 topics (57.5%), included studies showed higher Jaccard similarity to the
topic, while seed studies demonstrated higher similarity in 17 topics (42.5%). The magnitude of differ-
ences varies considerably across topics. Topic 47 (“Effectiveness and sustainability of deprescribing for
hospitalised older patients near end of life”) shows the largest negative difference (-0.0200), where seed
studies captured broader terminology around deprescribing and end-of-life care, while only 2 studies
ultimately met the strict inclusion criteria focusing on sustainability of deprescribing interventions.
This suggests that information specialists used seed studies to explore the broader conceptual space
before the screening process narrowed to the specific intervention characteristics required by the review.
Conversely, Topic 46 (“Dementia caregiving in the Middle East and North Africa”) shows the largest
positive difference (+0.0215), where included studies demonstrate higher topical similarity. For this
topic, seed studies captured broader terminology around dementia and caregiving concepts, while the
screening process successfully narrowed to studies meeting the geographic constraint (Middle East
and North Africa), resulting in included studies with more precise topical alignment to the specific
geographic focus of the review. Analysis of topics with large differences reveals patterns related to
topic specificity. Topics focusing on highly specific interventions or narrow clinical populations (e.g.,
Topic 64 on metformin in pregnancy, Topic 12 on methenamine hippurate) tend to show included
studies with higher similarity, suggesting the screening process successfully narrows to more precise,
relevant terminology. In contrast, topics with broader scope or interdisciplinary nature (e.g., Topic
46 on dementia caregiving, Topic 14 on COVID-19 impact on healthcare services) show seed studies

capturing a wider range of relevant concepts that may be filtered during screening.

Implications for Collection Users. These topical similarity statistics have important implications
for researchers using this collection:

For query formulation methods: Seed studies provide broader terminology coverage and concep-
tual understanding of the topic domain, as evidenced by their comparable topical similarity despite
only 36.3% being ultimately included in the final review. Methods that extract terms or concepts from
seed studies for query construction can leverage this broader coverage. However, researchers should
be aware that seed studies may include terminology that is topically relevant but ultimately filtered
during screening (e.g., broader terms for scoping before applying specific inclusion criteria).

For ranking and screening prioritisation methods: The choice between using actual seed
studies versus pseudo seed studies (sampled from included studies) depends on topic characteristics.
Our analysis shows no universal superiority of either approach across all topics. For highly specific
topics (e.g., specific drug interventions, narrow populations), included studies may provide better
training signal as they represent the refined scope. For broader, exploratory topics, seed studies capture
terminology and concepts that may be valuable despite being filtered during screening. Methods that
claim to use seed studies should evaluate performance on both actual seeds and included studies to
understand their true effectiveness.

For comprehensive evaluation: Researchers evaluating retrieval methods should consider the

36.3% overlap and topic-dependent similarity relationships when interpreting results. Methods trained
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Figure 4.3: Per-topic differences in Jaccard similarity (top) and semantic similarity (bottom) between
included studies and seed studies. Positive values (red bars) indicate included studies are more similar
to the topic; negative values (blue bars) indicate seed studies are more similar. Topics are sorted by
difference magnitude. The substantial variation demonstrates that relative topical similarity is highly

topic-dependent. Topics with large positive differences (e.g., Topic 46) tend to involve highly specific
interventions, while topics with negative differences (e.g., Topic 18) often involve broader scopes.

or evaluated solely on included studies as pseudo seeds may show inflated performance compared to
real-world scenarios where actual seed studies (which are less likely to be included) are used. Our

collection enables such realistic evaluation by providing both actual seed studies and included studies.

4.1.4 Searching Analysis

When using Boolean queries with date restrictions to retrieve studies, the mean number of documents
retrieved per query is approximately 1,326, with a median of 709. Note that, given all retrieved
documents must be manually screened, this presents a substantial screening burden. At an average
screening time of 30 seconds per document, this amounts to over 11 hours of continuous labour
per query for reviewers [32]]. This further motivates the need for effective screening prioritisation
techniques, which aim to rank and present the most relevant documents earlier, thereby reducing the

manual workload and time to inclusion.
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Additionally, we observed that not all included studies were found among the retrieved documents
across several topics. In fact, only 75.5% of all included studies across all topics were present in the
retrieved sets. There are two primary reasons why some included studies may be missing from the
candidate documents. First, some were likely identified through snowballing (i.e., citation chasing).
Second, some may have been located through searches in databases other than PubMed—even though
such studies may still be indexed in PubMed, they may not have been retrieved due to limitations in
the search query.

A notable exception is Topic #18, where none of the included studies were found in the retrieved
set. This particular systematic review includes only a single study. In this case, many studies that
were initially screened as relevant at the abstract level were later excluded due to a high risk of bias

identified during full-text assessment.

4.1.5 Snowballing Analysis

Our collection includes two snowballed sets of studies for each topic. The first set corresponds to
snowballed seed studies (seed-snowballing), and the second corresponds to simulated snowballing of
the included studies in the retrieved set (screened-snowballing).

For the seed-snowballing set, we find that 35 topics retrieve at least one included study. The topics
that do not retrieve any included studies using this snowballing technique are 46, 52, 53, 66, and 96.
The average number of documents snowballed per query is 1,142—generally smaller than the number
retrieved from the Boolean search—because fewer seed studies are typically used.

For the screened-snowballing set, only 34 topics retrieve at least one additional included study. The
six topics that do not retrieve any additional included studies already contain all included studies prior
to snowballing. These topics are 7, 10, 17, 39, 64, and 66. These topics represent an interesting research
problem: applying snowballing in such cases would result in wasted time and effort for systematic
reviewers. We leave further investigation into determining whether or not to apply snowballing as
future work. After removing already screened studies, the screened-snowballing sets contain, on

average, 1,000 studies.

4.1.6 Effectiveness comparison of retrieval methods

Finally, we aim to investigate the effectiveness of different search methods when used independently
and in combination. The results of this analysis are presented in Figure 4.4, These plots show that
using the seed studies alone (i.e., without searching or snowballing) to match against the included
studies set obtains the lowest recall but the highest precision. Snowballing the seed studies increases
recall but dramatically reduces precision.

This result indicates that, although seed studies are highly relevant to the final set of included
studies, relying solely on them is insufficient to meet the high-recall requirements of systematic reviews.
In other words, while seed studies provide a strong starting point, comprehensive search strategies

remain essential to ensure that the majority of relevant literature is identified.
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Figure 4.4: Recall and precision box plots of included studies for different retrieval methods. The
methods listed include seed studies (seed), the Boolean query results (retrieved set), the two snow-
balling sets (seed-snowballed, i.e., snowballing applied to seed studies; and screened-snowballed,
i.e., snowballing applied to retrieved included studies). These sets of studies are also combined in
numerous ways, as indicated by ‘+’.
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Figure 4.5: Recall distribution of all of the topics given the combined set of studies that includes
retrieved studies, the seed-snowballing set, and the screened-snowballing set.

Many topics retrieve almost all included studies with the Boolean query. Yet, combining the
retrieved studies with other methods further improves recall while lowering precision. Combining
both snowballing methods with the retrieved studies obtains the highest recall and lowest precision.
However, total recall is still not achieved. Thus, we analyse the recall for different queries in Figure 4.5]

We find that for some topics, the recall is low. We investigate these topics and find that these
systematic reviews use several medical literature databases other than PubMed to retrieve studies.

This results in the inclusion of studies that exist in the PubMed database but are not retrieved by the
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PubMed query. We also randomly select some topics that reach total recall and find that, even though
some of them still use a combination of multiple medical literature databases, they all use PubMed as
one of the search sources. Thus, it is possible to create a more effective query for these topics. We

leave this problem for future work.

4.2 Use Case 1: Query Formulation

We begin our demonstration of the use-cases of our collection with a reproduction of two automatic
query formulation methods that use seed studies, see §j in Figure Following previous research,
we compare both automatic query formulation methods when using seed studies and pseudo seed
studies [216]].

4.2.1 Methods & Experimental Settings

The query formulation experiments are based on two existing methods from the literature [213,
214]]. These methods are fully automated adaptations of manual or semi-automated procedures that
information specialists use in practice. The first is called the conceptual method and is what the majority
of information specialists use to formulate queries [38]. The automated conceptual method [214] takes
as input a preliminary string for identifying salient terms (we use the title of the systematic review).
The seed studies are then used to optimise the coverage of different combinations of terms expanded
from those in the title. The second is called the objective method and is a more recent procedure
that takes a statistical approach to query formulation [96]. At a high level, the automated objective
method [213] first identifies and ranks salient terms from seed studies using term frequency statistics
of the seed studies and a background collection. Next, terms are filtered and added to Boolean clauses
by tuning these statistics to a held-out portion of seed studies. Given that the objective method relies on
a held-out portion and the conceptual does not, we run both methods for three iterations using different
arrangements of seed studies so that both methods use the same set of seed studies each iteration. We
run these three iterations twice: once for the real seed studies and once for the pseudo seed studies.
One other aspect of the automatic versions of the two query formulation methods is the notion of
an instantiation. In other words, the inclusion or exclusion of different aspects of Boolean queries (e.g.,
including or excluding MeSH, or including or excluding phrases). To this end, we perform experiments
for only the most effective instantiation of each method (Conceptual/Phrase, and Objective/Phrase/Re-
call/MeSH). We refer the reader to the original study [213]] for a comprehensive description of all

experimental settings and implementation details that we have used.)

4.2.2 Results & Analysis

The results of our automatic query formulation reproduction study using our collection are presented

in Table We report precision, recall, and average number of studies retrieved.
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Table 4.2: Effectiveness of queries formulated using pseudo seed studies (Pseudo) and seed studies
(Seed). Also included are retrieval results of the queries for each topic (Original queries). Percentage
differences (A) compared to Original queries are shown for Precision and Recall. Oracle experiments
and the evaluation measures optimised can be seen in brackets. Oracle refers to the ability of a
generated query using the single best seed study that can retrieve a better set of included studies
compared to all other seed studies; the oracle is selected using either precision or recall.

Method ‘ Precision Recall Avg. Retrieved ‘ A Precision (%) A Recall (%)
Original queries ‘ 0.01748  0.73659 1,326 ‘ / /
Pseudo 0.00005  0.23457 746,193 —99.71 —68.15
o Seed 0.00024  0.31659 806,760 —98.63 —57.02
3 Pseudo (oracle precision) | 0.00015  0.22151 346,023 —99.14 —69.93
8 Seed (oracle precision) 0.00573  0.34188 779,851 —67.22 —53.59
Pseudo (oracle recall) 0.00014  0.50142 1,550,669 —99.20 —31.93
Seed (oracle recall) 0.00572  0.51923 1,209,792 —67.28 —29.51
Pseudo 0.00664  0.27273 433,113 —62.01 —62.97
7§ Seed 0.00093  0.26781 362,968 —94.68 —63.64
@ Pseudo (oracle precision) | 0.00682  0.20940 30,961 —60.98 —71.57
é Seed (oracle precision) 0.00203  0.29202 360,549 —88.39 —60.36
Pseudo (oracle recall) 0.00657 0.37334 667,398 —62.41 —49.32
Seed (oracle recall) 0.00183  0.41382 848,223 —89.53 —43.82

Comparison of Seed Studies and Pseudo Seed Studies

We first investigate the differences between using seed studies and pseudo seed studies for the objective
method. Using real seed studies to formulate queries is more effective (in both precision and recall)
than using pseudo seed studies for the objective method. One possible reason seed studies produce
better queries is that pseudo seed studies may have been identified through snowballing (and therefore
were never originally retrieved using terms present in the Boolean query).

For the conceptual method, the results indicate that seed studies produce less effective queries than
pseudo seed studies. We observe a noticeable decrease in precision and a small decrease in recall when
using seed studies compared to pseudo seed studies. However, while all queries using the objective
method retrieve at least one study across all three iterations, queries from 17 topics constructed using
the conceptual method do not retrieve any studies whatsoever. These results suggest that the automatic
conceptual method generally produces less effective queries than the objective method, regardless of

whether seed or pseudo seed studies are used.

Comparison of Oracle-Setting Based Results

Given the possible issues with query formulation, and the fact that certain (pseudo) seed studies may
impact the effectiveness of the resulting queries, we also investigate an oracle approach to identifying
the most effective queries across the three iterations. The oracle process can be thought of as simulating
the selection of an effective query by choosing from a list of all possible candidate queries, each drafted

using a single seed study.
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When using the oracle query, the results show a similar trend to those obtained from the objective
method above: queries constructed using seed studies achieve higher precision and recall than those
using pseudo seed studies. For the conceptual method, the results show that although using seed
studies still results in lower precision, the recall is higher than when pseudo seed studies are used.
Again, as 17 topics across all three iterations do not retrieve any studies, this outcome may be biased

toward those topics that retrieve more than one study.

Comparison to Original Queries

Finally, we compare the results of the two automatic query formulation methods to the retrieval results
of the original queries for each topic in our collection. The original queries are highly effective,
achieving dramatically higher precision and recall. The average number of studies retrieved is also
considerably lower than with the automatic methods.

This highlights that expert-crafted Boolean queries used in real systematic reviews are not only
more precise and comprehensive but also more efficient in reducing the screening burden. It also
suggests that a better automatic method—capable of approximating the quality of expert-designed
queries—could significantly improve the effectiveness and efficiency of systematic review literature

searches compared to both objective and conceptual methods by Scells et al. [211]].

4.2.3 Query Formulation Findings

From the automatic query formulation experiments, we find that:

* For the objective method, higher effectiveness—both in terms of recall and precision—can be
achieved when queries are constructed using seed studies. In fact, pseudo seed studies are detrimental

to the query formulation procedure.

* For the conceptual method, queries may require manual modification to prevent biased results. We
encountered similar findings to previous research by Scells et al. [216], where several topics retrieved

no studies. We leave further investigations for future work.

4.3 Use Case 2: Screening Prioritisation

We continue with another possible use case for this collection: Seed-driven Document Ranking (SDR),
which uses seed studies for screening prioritisation (i.e., ranking the set of retrieved studies), see |4 in
Figure The technique was originally proposed by Lee et al. [128] and is reproduced by us (details
are discussed in Chapter [3)).

In this section, we investigate the effectiveness of SDR methods by comparing the use of seed stud-
ies with pseudo seed studies. Note that SDR refers both to the specific task of screening prioritisation
and to a particular method of screening prioritisation called the SDR method. We make this distinction

clear by referring to SDR as the task and the SDR method as the ranking function.
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4.3.1 Methods & Experimental Setup

The SDR method, originally proposed by Lee et al. [128]], ranks retrieved studies by leveraging the
observation that terms in relevant documents tend to be more similar than those in irrelevant ones.
Each document is scored using term weights based on inter-study similarity, combined with term
likelihoods estimated via the query likelihood model (QLM).

Following the experiments in Chapter 3] we use the Bag of Words (BOW) representation, which
has been shown to outperform clinical-term-based alternatives. In this section, we extend those
experiments by comparing real seed studies from our collection to pseudo seed studies within the SDR

framework.

Single Pseudo Seed Study

Firstly, we assume a single included study as the available seed study for each systematic review topic,
following the original SDR study [128]. As there are multiple included studies for each topic, the
overall effectiveness of the retrieval methods is calculated using the average performance obtained by
treating each included study as a pseudo seed study in turn.

This leave-one-out cross-validation strategy provides a more reliable and unbiased estimate of

performance across all included studies in a systematic review topic [201]E|

Multiple Pseudo Seed Studies

Using multiple pseudo seed studies is more effective than using a single seed study for SDR, as shown
in Chapter 3] For our collection, we also perform SDR using multiple pseudo seed studies.

We adopt the same experimental settings as in Chapter [3|to evaluate the effectiveness of SDR with
multiple pseudo seed studies. Specifically, we follow the same seed study grouping strategy, in which
20% of the included studies are selected using a sliding-window approach. The selected groups are
then combined by concatenating their titles and abstracts to serve as input to the retrieval methods.
Effectiveness for each topic is calculated as the average across all groups.

Using the real seed studies in our collection, we can now realistically evaluate the effectiveness of
SDR. In this experiment, all seed studies for each topic are combined by concatenating their titles and
abstracts, similar to the multiple pseudo seed study setup. The combined text is used as input to the

SDR method, and all included studies are used for evaluation.

Retrieval Methods

Apart from the original SDR method proposed by Lee and Sun [128]], we also evaluate several baseline
methods: BM25, a query likelihood model (QLM), and a word embedding-based model (AES). As in
previous SDR studies, we use two pre-trained word embeddings for AES: one trained on PubMed and

Wikipedia, and another trained on PubMed only. Additionally, we include the fusion method used in

Topic #18 has only one included study. We exclude this topic from the evaluation in all experiments.
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Table 4.3: Results of baselines and SDR methods on our collection in three experimental settings:
single pseudo seed studies, multiple pseudo seed studies, and seed studies. In the header, P refers to
‘precision’ and R refers to ‘recall’. For AES methods, word2vec PubMed embeddings are denoted by
‘-P’. AES methods that do not have this demarcation correspond to word2vec embeddings, including
PubMed and Wikipedia. Statistical significance (Student’s two-tailed paired t-test with Bonferonni
correction, p < 0.05) between SDR method and all other methods is indicated by .

Method | MAP | Precision | Recall | nDCG | LR%
\ | 10 100 1000 | 10 100 1000 | 10 100 1000 |
BM25-BOW 12147 | 1539 06967 0156 | 12267 40497  .6855F | .1846" 27607  3764T | .6915F
§ QLM-BOW 1671 2190 0829  .0168 | .1646 4572 7059 | 2636 3377 4291 .5966
o SDR-BOW 1661 2165 0833  .0168 | .1632 4638 7055 | 2599 3386  .4286 | .6117
S AES-BOW .1501 1932 0807  .0169 | .1361 4349 7022 | 2345 3141 4110 | .6365
% AES-BOW-P 1527 | 1965 0831 .0170 | .1361 4455 7049 | 2349 3184 4134 | .6017
&3 SDR-BOW-AES 1698 | 2185 0864  .0172 | .1573 4710 7060 | 2615 3437 4328 | .6007
SDR-BOW-AES-P | .1709 | 2165 .0877  .0172 | .1531 4726 .7114 | 2596  .3446  .4337 | .5820
o BM25-BOW 20457 | 22537 07127 0154 | .18887 42817 6792 | 31457 38177 47587 | 70731
= QLM-BOW 3429 | 4629 1222 0190 | 2767 5531 7251 | 5934 5520 6174 | .5255
2 SDR-BOW 3457 | 4726 1231 0189 | 2798 5630 7226 | .6027 5574  .6196 | .5483
2 AES-BOW 27317 | 34157 10597 0183 | 22287 5041 7147 44667 47277 5529T | 61561
‘= AES-BOW-P 28107 | .3488" 1094 0185 | 22607 52027 7179 | 45467 48347  5598% | 5743
S SDR-BOW-AES 3374 | 44647 1201 0189 | 2666 5517 7211 57917 5465 6131 5672
SDR-BOW-AES-P | 3344 | 43417 1200  .0189 | 2634 5538 7235 | 56627 5439 6103 | .5426
BM25-BOW 11537 | 1300 0595 0151 | 10677 34047 .6333F | 15167 23757 3439% | 75917
% QLM-BOW 2204 | 2850  .0932 0169 | 2016 4614 6706 | 3370  .3867  .4655 | .5749
E SDR-BOW 2289 | 2800  .0945 0169 | .2028 4695 6712 | 3253 3860 4619 | .6012
©  AES-BOW 17847 | 2250 08307 0169 | .1644 4243 6657 2570 32767 41847 | .6390
3 AES-BOW-P 18357 | 2275 0860  .0169 | .1614 4354 6667 | 2656 33817  .4248" | .6008
“  SDR-BOW-AES 2201 2650 0927  .0171 | .1976 4615  .6724 | 3151 3790 4581 .5979
SDR-BOW-AES-P | 2198 | 2600  .0912  .0169 | .1972 4484 6680 | 3122 3732 4549 | .5750

the original paper, where the SDR method is interpolated with AES using the same parameter setting
(ax=0.3).

Evaluation Measures

We evaluate the different arrangements of seed studies and retrieval methods using rank-based measures.
We use the same evaluation metrics as in Chapter 3] In addition to Mean Average Precision (MAP),
which measures the overall ranking effectiveness, we also report precision, recall, and nDCG at cut-offs
{10, 100, 1000}. We also include the Last Relevant Percentage (LR %), which reflects the proportion

of documents that must be screened in order to identify all included studies.

4.3.2 Results & Analysis

The results of using a single pseudo seed study, multiple pseudo seed studies, and real seed studies are
shown in Table

Comparison between Single Pseudo Seed and Multiple Pseudo Seeds

For single pseudo seed studies, the SDR method improves effectiveness on deep evaluation metrics
(i.e., precision@{ 100, 1000}, recall@{100, 1000}, and nDCG@ {100, 1000}). SDR-BOW-AES-P is

the most effective method, except for shallow evaluation measures (i.e., precision@ 10, recall@ 10, and
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MAP
mPseudo seed mReal seed

0.3
0.2
A
0.0

Figure 4.6: Comparison between real seed and pseudo seed studies across ranking methods (x axis are
different methods shown in the same order as in Table 4.3)). We present only the MAP scores, as all
other evaluation measures we considered showed the same trend.

nDCG@10), where QLM achieves the highest performance. This may be because embedding-based
methods help alleviate vocabulary mismatch, improving recall but often at the cost of early precision.

For multiple pseudo seed studies, SDR achieves the highest effectiveness across most evaluation
metrics, except precision@ 1000, recall@ 1000, and LR%. Interestingly, the fusion method does not
outperform the individual retrieval methods. This may be due to the poor performance of the AES
method, highlighting an open challenge: automatically determining when fusion is beneficial. Overall,
using multiple pseudo seed studies consistently outperforms using a single pseudo seed study.

All these findings are in line with our previous reproduction study (Chapter [3), with the exception

that fusion does not yield improvements here.

Comparison between Pseudo Seed and Real Seed

Finally, we observe that using real seed studies versus multiple pseudo seed studies has a substantial
impact on effectiveness. Although seed studies can outperform single pseudo seed studies in some
cases, their effectiveness is significantly lower than that of multiple pseudo seed studies. One possible
explanation is that seed studies are not always included in the final systematic review (while pseudo
seed studies, by definition, are). Using a non-relevant seed study could degrade performance. This
effect is illustrated in Figure .6] where the effectiveness of using all seed studies is closer to that of
using a single pseudo seed study than to that of using multiple pseudo seed studies.

Furthermore, while SDR and fused SDR methods perform best when using multiple pseudo seed
studies, QLM is the most effective method when using real seed studies. We hypothesise that this is
because seed studies are often used in practice for term extraction, a process better aligned with QLM
than with embedding-based semantic matching.

In conclusion, pseudo seed studies are not representative of real seed studies, and this distinction
has important implications for seed-driven retrieval (SDR). This underscores the importance of test

collections that include real seed studies, such as the one provided in this work.
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Table 4.4: Results of SDR methods on our collection when the seed-snowballing set and retrieved
studies are combined. Denotations are identical to those in the caption of Table @

Method ‘ MAP ‘ Precision ‘ Recall ‘ nDCG ‘ LR%
\ | 10 100 1000 | 10 100 1000 | 10 100 1000 |

5 BM25-BOW 09367 | 09497 04217 0137 | .09437 33727 77677 | 11757 20747 34697 | .73897
§ QLM-BOW 2672 | 2744 0813 0163 | 2453 5483 8612 | 3490 4269  .5326 | .5236'
¢ SDR-BOW 2663 | 2897 0815  .0159 | .2592 5390  .8529 | .3503 4212 5244 | 5672
2 AES-BOW 18867 | 1949 0690  .0165 | .18157 4619 8595 24667 33667 46687 | 5921
% AES-BOW-P 19507 | 20267 0700 0162 | .1906" 4755 .8530 25487 3459% 47007 | 5514
@ SDR-BOW-AES 2572 | 2513% 0787 0164 | 2297 5210 8675 | 32717 4136 5271 5521
“ SDR-BOW-AES-P | 2546 | 24877 0779 0164 | 2343 5224 8666 | .3266 4121  .5245 | .5298

4.3.3 Screening Prioritisation Findings

From the SDR experiment, we found that:

» Using pseudo seed studies produces overly optimistic results compared to using real seed studies
(i.e., the evaluation scores are higher than those obtained with real seed studies). This is likely
because pseudo seed studies serve as explicit relevance feedback, whereas real seed studies function

more like pseudo relevance feedback.

 The effectiveness of different ranking models (e.g., BM25, QLM, SDR, AES) depends on the type of
seed studies used. This may be attributed to differences in term weighting—relevant terms are more

likely to appear in pseudo seed studies but may be absent or less prominent in real seed studies.

4.4 Use Case 3: Ranking With Snowballing

Our final demonstration of the use cases of our collection introduces a new technique developed:
ranking with snowballing (see &} in Figure .

In Section 4.3 we investigated the effectiveness of SDR using real seed studies versus pseudo
seed studies. We found that unlike pseudo seed, when real seed studies are used, the QLM method
outperforms the SDR method across most evaluation measures. In this experiment, we investigate
whether similar results arise when the seed-snowballing set is combined with the retrieved studies.

Our collection provides two snowballing sets for each topic. Using the seed studies and these

snowballing sets, we examine the impact of snowballing within the SDR framework. Specifically, we

investigate:

1. The effectiveness of SDR on a combined set of seed-snowballing and retrieved studies (i.e.,

integrating the seed-snowballing set into the retrieved set and then ranking);

2. The effectiveness of ranking post-screening (i.e., simulating the ranking of the screened-snowballing

set using the screened retrieved studies as input).
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Figure 4.7: Comparison between nDCG@ 10 and nDCG@ 1000 for the results in Table

4.4.1 Ranking on Combined seed-snowballing and retrieved studies

As the first experiment, we combine the retrieved studies and the seed-snowballing set and investigate

the effectiveness of ranking method on this combined set.

Results for this experiment are shown in Table d.4] The most effective methods are QLM and SDR,
with SDR more effectiveness on shallow measures and more effectiveness on deeper measures. These
results are highlighted further in Figure 4.7, When comparing these combined results with the seed
studies result from Table we found that all methods can achieve higher recall{ @100,@1000} and
LR %, which suggests that adding the seed snowballing set can significantly increase the number of
relevant studies retrieved.

Despite the fact that there are more studies overall when combining the seed-snowballing set with
retrieved studies, it is worth it in terms of the overall improvement in effectiveness. In practise, it is

beneficial to combine the results of seed-snowballing with retrieved studies for screening prioritisation.

4.4.2 Ranking on Screened snowballing document

As a second experiment, we simulate the process of screening prioritisation for the screened-snowballing
set. The included studies from the retrieved set, along with the seed studies, are used as input for SDR.
Given the difference in performance between the two sets of input studies (i.e., retrieved included
studies and seed studies), one could consider applying different term weighting functions depending
on the source of the study. However, we leave this investigation for future work. We perform our eval-

uation on the included studies that do not appear in the retrieved set. As a result, the outcomes of this
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Table 4.5: Results of SDR methods on our collection when using the screened-snowballing set.
Denotations are identical to those in the caption of Table @

Method | MAP | Prec@100 Recall@100 nDCG@100 | LR%
= BM25-BOW 0.02087 | 0.0100 0.2045 0.07077 0.4606"
< QLM-BOW 0.1279 | 0.0212 0.3090 0.2104 0.3317
S SDR-BOW 0.0921 | 0.0218 0.3055 0.1829 0.3514
&£ AES-BOW 0.0474 | 0.0218 0.3167 0.1436 0.3412
g AES-BOW-P 0.0602 | 0.0206 0.3111 0.1530 0.3329
& SDR-BOW-AES | 0.0898 | 0.0226 0.3199 0.1858 0.3257
2 SDR-BOW-AES-P | 0.0871 | 0.0218 0.3149 0.1815 0.3214
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Figure 4.8: Comparison between MAP and recall@ 100 for the results in Table

experiment are not directly comparable to those from the earlier screening prioritisation experiments
presented in this paper. We report a subset of the evaluation measures as described in Section[d.3.1]

Results for this experiment are shown in Table d.5] The two best-performing methods are QLM
and AES. QLM achieves the highest effectiveness for MAP and nDCG @ 100, while the fusion methods
perform best for precision@ 100, recall@ 100, and LR%. These results are visualised in Figure {.8]
These findings demonstrate that QLM is particularly effective for the SDR task when ranking screened-
snowballing studies.

4.4.3 Ranking With Snowballing Findings

From the ranking with snowballing experiments, we find that:

* Combining the seed-snowballing set with retrieved studies is beneficial for SDR.
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* QLM and AES perform best for ranking screened-snowballing documents. However, there remains

room for future work in determining the optimal combination of study sets to use for SDR.

4.5 Summary of Findings

We present a test collection to properly evaluate systematic review literature search methods that use
seed studies. Along with the test collection, we provide a detailed analysis of this resource.

Firstly, we find that only a small portion of seed studies are actually included in a systematic review.
This is because not all seed studies provided to an information specialist satisfy the inclusion criteria
for the review; some are supplied to offer a broader understanding of the topic. Thus, the use of pseudo
seed studies drawn from the included studies does not reflect all the properties of actual seed studies
used in practice. Secondly, we investigate the impact of seed studies by reproducing two existing
methods that rely on seed studies [[128, 211]], but which are originally evaluated using pseudo seed
studies (i.e., a sample from the included studies). Our experiments show that using pseudo seed studies
overestimates the effectiveness of these methods.

The test collection also enables an investigation of the differences between snowballing seed
studies and screened studies. We find that ranking a combined list of seed-snowballing documents and
retrieved candidate documents is beneficial to exisiting SDR ranking method.

This test collection makes two important contributions: (1) it enables a more realistic evaluation of
methods that use seed studies, as all included studies can be used for relevance assessment—eliminating
the need to hold out a portion as pseudo seed studies; and (2) it provides realistic data to develop and

train new methods that utilise seed studies.






Part 11

Enhancing Query Formulation
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In evidence-based medicine, the construction of a high-quality systematic review requires re-
searchers to examine all available evidence related to a specific research question. Studies that meet
the inclusion criteria are selected, evaluated, and synthesised. To gather the initial set of potentially
relevant documents, Boolean queries are developed to search medical databases. Boolean queries offer
reproducibility, explainability, and the ability to filter out irrelevant articles [148]], thereby reducing the
workload of unnecessary document assessments.

However, constructing an effective Boolean query is challenging due to the complexity of accurately
representing a research question using Boolean logic. Even experienced systematic review researchers
often produce suboptimal queries [95]. To address this, automatic Boolean query formulation and
refinement methods have been developed to support researchers in creating better queries for systematic
reviews [16, 95, 181} 212} 1213 214, 215, 216].

Boolean Query Formulation refers to the task of creating a Boolean query from scratch, often
using one or more “seed” documents—example studies relevant to the systematic review. Boolean
Query Refinement refers to improving an existing Boolean query, for example by modifying initial
Boolean clauses and operators to increase precision (i.e., reducing the number of irrelevant documents
retrieved) while maintaining recall, or by suggesting specific terms (such as synonyms, keywords, or
MeSH terms) to append to the query. Although several techniques have demonstrated effectiveness and
have been integrated into tools that support query creation [[133, 207, 217, 256], automated methods
still fall short of generating high-quality Boolean queries.

This part introduces the Al methodology developed during my candidature to automate the creation
of Boolean queries, a critical component of systematic reviews. Our approach comprises two distinct
yet complementary strategies: direct Boolean query formulation and refinement using Large Language
Models (LLMs), and Boolean query refinement through MeSH term suggestion.

The first strategy, detailed in Chapter[5] uses LLMs to automatically generate Boolean queries. This
method leverages the generative capacity of LLMs to produce queries that are both syntactically correct
and contextually aligned with specific systematic review topics. The effectiveness of this approach is
evaluated through experiments that test different prompts and model configurations to assess whether
current LL.Ms can reliably generate high-quality Boolean queries for systematic reviews.

On the other hand, Chapter [ describes the second strategy, which supports Boolean query refine-
ment by suggesting Medical Subject Headings (MeSH terms). MeSH terms are part of a controlled
vocabulary maintained by the U.S. National Library of Medicine and are updated annually. They are
used to index articles in biomedical databases such as PubMed, helping to standardise terminology
and improve search precision. Identifying appropriate MeSH terms can be challenging for information
specialists, particularly given their specificity and evolving structure. To address this, the thesis
formalises the task of MeSH term suggestion for systematic reviews using the CLEF TAR datasets
(described in Chapter [2)). Existing methods are benchmarked against this task, and BERT-based models

are introduced to improve the effectiveness of MeSH term suggestion.



Chapter 5

LLM-based Boolean Query Formulation

Advances in text generation models have significantly improved the effectiveness of task-based
question-answering systems and the quality of responses aligned with user instructions [79, [137]]. One
of the first milestones in this development is ChatGPT, the model developed by OpenAl and first
released commercially in December 2022. At the time, the model was recognised as one of the most
advanced text generation systems available, achieving state-of-the-art results across a variety of natural
language processing tasks [[137]]. Despite its strengths, ChatGPT operates as a commercial model
with a largely opaque, black-box nature; its architecture, training data, and operational details are not
publicly disclosed. This lack of transparency presents challenges for researchers and practitioners
seeking to understand, replicate, or validate its performance.

This chapter begins by introducing our methodology for prompting LLMs to generate Boolean
queries for systematic reviews. Section outlines our prompting strategies, including both unguided
and guided approaches for query formulation and refinement. Section then describes the exper-
imental setup, including datasets, models, and evaluation measures. For results, we first evaluate
the feasibility of using ChatGPT via its web interface for Boolean query generation, as described in
Section[5.3] Based on the insights gained from this initial study, Section [5.4]expands the evaluation to a
broader set of LLMs—both proprietary API-based models and open-source alternatives [244, 245]—to

assess the generalisability of our findings.

5.1 Prompting Methods for Generating Boolean Queries

We investigate the use of LLMs to generate Boolean queries for systematic review literature search.
The basic mechanism employed by LLMs is to take an input sequence of text (called a prompt), process
it through the model, and output the next token in the sequence. This process is repeated iteratively to
generate a complete response. Typical LLMs rely on the Transformer architecture [248]] and are trained
on large-scale text corpora, enabling them to learn patterns in language usage. During generation, the
model draws on these learned patterns to produce text similar to what it has seen during training.

A key component in interacting with LLMs is the design of the prompt used to instruct the model.
65
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Table 5.1: Prompts for unguided prompt query formulation

ID Prompt

pl  For a systematic review titled “{review_title}”, can you generate a systematic review Boolean
query to find all included studies on PubMed for the review topic?

Simple

p2 You are an information specialist who develops Boolean queries for systematic reviews. You
have extensive experience developing highly effective queries for searching the medical
literature. Your specialty is developing queries that retrieve as few irrelevant documents as
possible and retrieve all relevant documents for your information need. Now you have your
information need to conduct research on {review_title}. Please construct a highly effective
systematic review Boolean query that can best serve your information need.

Detailed

p3 Imagine you are an expert systematic review information specialist; now you are given
a systematic review research topic, with the topic title “{review_title}”. Your task is to
generate a highly effective systematic review Boolean query to search on PubMed (refer to
the professionally made ones); the query needs to be as inclusive as possible so that it can
retrieve all the relevant studies that can be included in the research topic; on the other hand,
the query needs to retrieve fewer irrelevant studies so that researchers can spend less time
judging the retrieved documents.

p4 You are an information specialist who develops Boolean queries for systematic reviews. You
have extensive experience developing highly effective queries for searching the medical
literature. Your specialty is developing queries that retrieve as few irrelevant documents as
possible and retrieve all relevant documents for your information need. You are able to take
an information need such as: “{example_review_title}”” and generate valid pubmed queries
such as: “{example_review_query }”. Now you have the information need to conduct research
on “{review_title}”, please generate a highly effective systematic review Boolean query for
the information need.

You are an information specialist who develops Boolean queries for systematic reviews. You
have extensive experience developing highly effective queries for searching the medical
literature. Your specialty is developing queries that retrieve as few irrelevant documents
as possible and retrieve all relevant documents for your information need. A professional
information specialist will extract PICO elements from information needs in a common
practice in constructing a systematic review Boolean query. PICO means Patient/ Problem,
Intervention, Comparison and Outcome. PICO is a format for developing a good clinical
research question prior to starting one’s research. It is a mnemonic used to describe the
four elements of a sound clinical foreground question. You are able to take an information
need such as: “{example_review_title}”” and you generate valid pubmed queries such as:
“{example_review_query}”. Now you have your information need to conduct research on
“{review title}”. First, extract PICO elements from the information needs and construct a
highly effective systematic review Boolean query that can best serve your information need.

With Example
]
W

We iteratively design a series of prompts with increasing complexity to generate Boolean queries
for systematic review literature search, including those that incorporate example generation. We
also experiment with guided prompts, which divide the query generation task into multiple steps and
incorporate insights from existing objective methods for query formulation [96, 213, 216]. Prompts are
designed for two tasks related to Boolean query generation: the formulation task and the refinement
task.
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5.1.1 Unguided Prompts for Query Formulation

Unguided Query Formulation prompts refer to prompts that instruct the LLM to formulate a systematic
review Boolean query in a single step (i.e., without interaction or iteration). Table presents the
five prompts we develop for the Boolean query formulation task. These prompts are grouped into
three categories: simple, detailed, and with example. A simple prompt uses a single sentence to briefly
describe the Boolean query formulation task to the LLM. This type of prompt reflects a common use
case in which users may not be familiar with constructing high-quality prompts. A detailed prompt
provides a background scenario that explains what systematic review Boolean query formulation
involves and what is expected for an effective query. Finally, a with example prompt includes an
additional Boolean query example, offering more context to help the LLLM better understand the task.

The difference between the two detailed prompts (‘p2’ and ‘p3’) lies only in how the background
context is presented; they are simply two alternative ways of framing the same task, without any
intended distinction in meaning or instructional content. For the with example prompts (‘p4’ and ‘pS’),
‘pS’ further incorporates a Boolean query formulation strategy that explicitly identifies PICO elements.
PICO stands for Patient/Problem, Intervention, Comparison, and Outcome, and is commonly used
to frame research questions and construct high-quality systematic review Boolean queries [66]. The
motivation for including PICO element extraction in the prompt is to help the LLM understand the
logical structure that underlies the example query.

Each Boolean query formulation corresponds to a specific systematic review topic from the
collection. In each formulation, we replace {review_title} with the title of the published systematic
review, which typically serves as the representation of the topic in established systematic review test
collections such as CLEF TAR and the Seed Collection [113} 261]].

For prompts that require an example (e.g., p4, p5), a Boolean query formulation example is
provided to guide the generation of queries for any given systematic review topic. This requires two
placeholders: {example review title} and {example review query}. In these example-based
prompts, we replace {example review_title} with the title of the selected example review, and
{example_review_query} with the corresponding Boolean query. For instance, for the example
review titled “Thromboelastography (TEG) and rotational thromboelastometry (ROTEM) for trauma-

induced coagulopathy in adult trauma patients with bleeding,” the following Boolean query is inserted:

(Thrombelastography [mesh:noexp] OR

(thromboelasto*[All Fields] OR thrombelasto*[All Fields] OR

ROTEM[A1l Fields] OR \tem international"[All Fields] OR

(thromb*[All Fields] AND elastom*[All Fields]) OR

(rotational[All Fields] AND thrombelast[All Fields])) OR
(Thrombelastogra*[All Fields] OR Thromboelastograx[All Fields] OR
TEG[A1l Fields] OR haemoscope[All Fields] OR haemonetics[All Fields] OR
(thromb+*[Al1l Fields] AND elastogra*[All Fields])))
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The example Boolean query formulation is sampled from the test collection and is always different
from the target review topic for which the Boolean query is being generated. In this study, we consider

two strategies for selecting example reviews:

1. High-Quality Example (HQE): We group all systematic reviews topics from the test collections,
and rank them by the effectiveness of their manually formulated Boolean queries to retrieve
included studies. Effectiveness is assessed primarily by recall, followed by precision; In the end,
we select the top-1 as the HQE.

2. Related Example (RE): We use a monoBERT architecture to select the most semantically or
topically related example review from the test collection [164] to act as and example Boolean
query formulation. To do this, we concatenate the title of the target review with each candidate
example title and input these pairs into PubMedBERT—a domain-specific BERT model pre-
trained on PubMed abstracts [86]. The model produces a classification score indicating the
semantic relatedness between the two titles. The top-ranked example is selected for inclusion in

the prompt.

5.1.2 Guided Prompts for Query Formulation

We also design a multi-step prompt that follows the logic of one of the current state-of-the-art automated
query formulation methods, namely the objective method [216]. This method relies on identifying
statistically salient terms from a small set of seed studies, often using tools like PubReMiner or TF-IDF
to extract candidate terms, which are then categorised and structured into a Boolean query. A full
description of this method is provided in in Section[2.2.T]in Chapter 2]

Table [5.2] presents our guided prompt design. Specifically, we follow a four-step pipeline to
generate a Boolean query. In the first step, query terms are identified from a seed study. In the second
step, these terms are classified into four categories: terms related to health conditions (A), treatments
(B), study design types (C), and other terms (N/A). In the third step, terms within the same category
are grouped using the ‘OR’ operator, and the category groups are combined using the ‘AND’ operator.
Finally, ChatGPT is instructed to refine the query by adding additional terms, such as MeSH terms.
This guided prompting approach enables finer control over the terminology used in Boolean query

formulation and breaks the complex task into multiple, more manageable subtasks.

5.1.3 Unguided Prompts for Query Refinement

Unguided Boolean query refinement prompts refer to prompts that provide an LLM with a review
topic and a corresponding Boolean query, and instruct the model to modify the query to improve
search effectiveness. These prompts can be used by reviewers to refine queries they have created or be
integrated into a more complex automated pipeline. Table [5.3| presents the query refinement prompts

we develop.
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Table 5.2: Example designed guided prompt for query formulation.

Step Prompt | Example Answer

Stepl ~ Follow my instructions precisely to develop a highly effective | 1. Differentiated thyroid cancer 2. Prevalence 3. Autopsy
Boolean query for a medical systematic review literature search. | studies 4. Meta-analysis 5. Occult carcinomas 6. Thyroid gland
Do not explain or elaborate. Only respond with exactly what I re- | 7. Incidence 8. Environmental factors 9. Etiology 10. Low risk
quest. First, Given the following statement and text from a relevant | ... 50. Parameters.
study, please identify 50 terms or phrases that are relevant. The
terms you identify should be used to retrieve more relevant studies,
so be careful that the terms you choose are not too broad. You
are not allowed to have duplicates in your list. statement: “Preva-
lence of Differentiated Thyroid Cancer in Autopsy Studies Over
Six Decades: A Meta-Analysis” Text: Ten occult carcinomas of the
thyroid gland were found in 274 unselected autopsies at the Pathol-
ogy Service, Hospital José Joaquin Aguirre, between December
1980 and March 1983. This is the lowest incidence among the most
recent published series. The smallest papillary microcarcinomas
presented most frequently as nonencapsulated nonsclerosing tumors
without inflammatory infiltrate or fibrosis, suggesting that they may
represent the early stages of development. Our data show a relatively
high and similar frequency of papillary microcarcinomas in surgical
and autopsy series, but do not demonstrate risk factors for clinical
evolution.

Step2  For each item in the list you created in Step 1, classify it into three | 1. (A) Differentiated thyroid cancer 2. (N/A) Prevalence 3. (C)
categories: terms relating to health conditions (A), terms relating to | Autopsy studies 4. (C) Meta-analysis 5. (A) Occult carcinomas
a treatment (B), terms relating to types of study design (C). When | 6. (A) Thyroid gland 7. (N/A) Incidence 8. (N/A) Environmen-
an item does not fit one of these categories, mark it as (N/A). Each | tal factors 9. (N/A) Etiology 10. (N/A) Low risk ... 50. (N/A)
item needs to be categorised into (A), (B), (C), or (N/A). Parameters.

Step 3 Using the categorised list you created in step 2, create a Boolean | (((differentiated[Title/Abstract] OR thyroid[Title/Abstract] OR
query that can be submitted to PubMed which groups together | carcinomalTitle/Abstract] OR papillary[Title/Abstract] OR
items from each category. For example: ((itemA1[Title/Abstract] | microcarcinomalTitle/Abstract]) AND (cancer[Title/Abstract]
OR itemA2[Title/Abstract] or itemA2[Title/Abstract]) AND | OR incidence[Title/Abstract] OR etiology[Title/Abstract]
(itemB1[Title/Abstract] OR  itemB2[Title/Abstract] OR | OR risk[Title/Abstract] OR gender[Title/Abstract] OR
itemB3[Title/Abstract]) AND (itemCl1[Title/Abstract] OR | hormonal[Title/Abstract] OR nodular[Title/Abstract] OR
itemC2[Title/Abstract] OR itemC3[Title/Abstract])) goiter[Title/Abstract] OR Hashimoto’s[Title/Abstract] OR

malignancy[Title/Abstract] OR concomitant[Title/Abstract]
OR tumor[Title/Abstract] OR infiltrate[Title/Abstract] OR
fibrosis[Title/Abstract] OR development[Title/Abstract] OR
frequency[Title/Abstract])) AND (autopsy|Title/Abstract]
OR surgical[Title/Abstract] OR material[Title/Abstract]
OR series[Title/Abstract] OR specimens|[Title/Abstract] OR
cases[Title/Abstract])).

Step4  Use your expert knowledge to refine the query, making it retrieve | (((differentiated thyroid cancer[MeSH] OR ”differentiated thy-
as many relevant documents as possible while minimising the total | roid”’[All Fields] OR ”thyroid carcinoma”[All Fields] OR
number of documents retrieved. Also add relevant MeSH terms | “papillary microcarcinoma”[All Fields]) AND (prevalence[All
into the query where necessary, e.g., MeSHTerm[MeSH]. Retain | Fields] OR incidence[MeSH] OR ”etiology of’[All Fields]
the general structure of the query, however, with each main clause | OR “risk factors”’[All Fields] OR gender[All Fields] OR
of the query corresponding to a PICO element. The final query still | hormonal[All Fields] OR “nodular goiter”[All Fields] OR
needs to be executable on PubMed, so it should be a valid query. ”Hashimoto’s thyroiditis”[MeSH] OR malignancy[MeSH] OR

”concomitant lesion”[ All Fields] OR tumor[All Fields] OR in-
filtrate[ All Fields] OR fibrosis[All Fields] OR “early stages of
development”’[All Fields] OR frequency[All Fields])) AND (au-
topsy[MeSH] OR surgical[All Fields] OR material[All Fields]
OR series[All Fields] OR specimens[All Fields] OR cases[All
Fields]))

We categorise the prompts into two types: simple and with example. Similar to the unguided

prompts for query formulation, the simple prompt ‘p6’ consists of a brief instruction describing the
task. The with example prompt ‘p7’ includes an example that illustrates what constitutes a success-
ful query refinement. When prompting an LLM to refine queries, we replace {initial query}
with the Boolean query to be refined. For prompts that include an example, we additionally replace
{example review_title} with the title of the example review topic, {example review_initial query}
with the initial query of the example topic, and {example review _refined query} with the refined

version of that query.
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Table 5.3: Prompts for unguided prompt query refinement

ID Prompt

p6 For a systematic review seed Boolean query: “{initial_ query}”, This query retrieves too
many irrelevant documents and too few relevant documents about the information need:
“{review_title}”, Please correct this query so that it can retrieve fewer irrelevant documents
and more relevant documents.

Simple

p7 For a systematic review seed Boolean query: “{example review_initial query}” ,This
query retrieves too many irrelevant documents and too few relevant documents about
the information need: “{example_review_title}”, therefore it should be corrected to:
“{example_review refined_query}”. Now your task is to correct a systematic review Boolean
query: ”{initial_query}” for information need “{review_title}”, so it can retrieve fewer irrele-
vant documents and more relevant documents.

With Example

5.2 Experimental Setup

5.2.1 Datasets

Our experiments are conducted using two collections: the CLEF Technology-Assisted Reviews (TAR)
collections [113|[114,[115] and the Seed Collection (refer to Chapter {). For CLEF TAR, we use the
2017 and 2018 editions, as both consist exclusively of diagnostic test accuracy (DTA) systematic
reviews. Note that some topics from CLEF TAR 2017 are duplicated in the 2018 collection; after
removing these duplicates, we obtain 72 unique review topics. The Seed Collection contains 40
topics, each accompanied by the seed studies originally used by systematic review researchers to guide
Boolean query formulation. For both collections, each topic includes the review title, the Boolean
query used for literature retrieval, and the relevance assessments of the retrieved documents.

The with example prompts use topic CD010438 from the CLEF TAR collection as the high-quality
example (HQE), selected for its simple structure that is easier for LLMs to follow.

The guided prompting method is based on the objective prompting approach, which requires at
least one seed study as input for query formulation. Therefore, we do not apply guided prompting to

the CLEF TAR collection, as it does not include seed studies.

5.2.2 Models

The experiments are designed around four groups of models, each chosen to represent a distinct
category of language model availability— including commercial API-based models, managed API

deployments, and open-source models that can be run locally.

1. The ChatGPT Interface (as available in late 2022): The initial investigation into the capabil-
ities of LLLMs to generate systematic review Boolean queries was conducted from December
2022 to January 2023 [264], aligned with the SIGIR 2023 submission deadline (January 31,
2023). At that time, ChatGPT was only accessible via its user interface; OpenAl had not yet

released API access or provided versioning information. This limited transparency illustrates
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the “black-box” nature of commercial LLMs, making it difficult to replicate experiments or

understand what influences model behaviour.

2. ChatGPT API-based Models: Following the initial study, we updated our experimental
design to leverage the improved accessibility and version control offered by the ChatGPT
API. These experiments were conducted during the thesis writing period. The API enables
controlled interaction by allowing model selection and random seed specification, improving
reproducibility. We evaluate the following API-accessible models: gpt-3.5-turbo-1106
(GPT3.5-1), gpt-3.5-turbo-0125 (GPT3.5-0), gpt-4-1106-preview (GPT4), and gpt-4o
(GPT40-m). Model selection is informed by a recent reproducibility study of our earlier
work [229,1264]. We also evaluate the recently released 01 model, which shows strong reasoning

performance across various NLP benchmarks.

3. Mistral API-based Models: Beyond ChatGPT, we also assess two Mistral-based models
accessed via managed APIs for automatic Boolean query formulation. These include: Mistral-
7B-v0.2 (Mistral-S): A compact, 7-billion-parameter model updated to version 0.2, designed
for balanced performance across general NLP tasks [108]]. Mixtral-8x7B-v0.1 (Mistral-L):
A Mixture-of-Experts (MoE) model that combines eight specialised 7B-parameter submodels.
Although it activates only 2 experts (14B total) during inference, it retains efficiency while

handling more complex reasoning tasks [109].

4. Open-Source Local Models: We also evaluate several open-source models in a fully offline
setting to assess performance without relying on commercial APIs. These include: Mistral-7B-
v0.2 (Mistral): The local deployment of the Mistral model, enabling complete customisation
and independence from external services. Zephyr-7B-beta (Zephyr): An experimental 7B-
parameter model designed for improved logical reasoning and instruction-following [246].
Llama3.1-8B-Instruct (Llama3.1): A refined 8B instruction-tuned model from the Llama3
series by Meta, with enhanced training and decoding strategies for better alignment and text

generation [80]].

5.2.3 Three-Step Validation

After obtaining Boolean queries from the LLMs, we implemented a three-step validation process to
ensure syntactic correctness and quality for systematic review use. This validation is essential to filter

out incorrectly formatted or ineffective queries.

1. LLM-based extractor: Since LLM-generated outputs may include explanations or reason-
ing alongside the Boolean query, we employed an LLLM-based extractor to isolate the query

component. For consistency, we always used GPT-3.5-turbo-0125 with a temperature of 0.

2. Rule-based checker: The extracted queries were passed through a rule-based checker to ensure

compliance with Boolean syntax. We enforced the following rules: (1) Every bracket must
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be properly closed. (2) Only three Boolean operators are allowed: NOT, AND, and OR. (3)
Each operation must use a single operator at a time; consecutive operators (e.g., AND OR) are

considered invalid. (4) Each operator must be preceded by a term or an opening bracket.

3. Boolean query validator: We used PubMed’s Entrez API [203] to verify whether the automat-
ically generated Boolean queries returned a reasonable number of documents. A query was
considered valid if it retrieved between 1 and 1,000,000 documents. All queries were executed

using the original search date to maintain consistency with the time the topics were created.

Whenever a query failed validation, a new attempt was made by regenerating the prompt response.
To avoid excessive regeneration, we capped the process at 20 attempts per topic. If no valid query was

produced within this limit, the last generated query was retained, regardless of its validity.

5.2.4 Evalution

To evaluate the generated Boolean queries, we execute them using PubMed’s Entrez API to retrieve
PubMed IDs [28]]. We assesse the effectiveness of each formulated Boolean query based on the
retrieved set of documents, using standard evaluation measures including precision, recall, and F-

measure (F1 and F3). These metrics are consistent with those used in Chapter 4]

5.3 Initial Evaluation Using the ChatGPT Interface

To explore the feasibility of using LLM for Boolean query formulation in systematic reviews, we first
conducted an initial investigation using the ChatGPT interface. This preliminary study aimed to assess
the capabilities of ChatGPT in generating and refining Boolean queries. To guide our exploration, we

formulated the following research questions:

RQ1: How does ChatGPT compare to previous automatic methods for formulating and refining

Boolean queries in systematic reviews?

RQ2: To what extent do prompt designs influence the effectiveness of Boolean queries generated by

ChatGPT for systematic reviews?

RQ3: What is the impact of guiding ChatGPT through multi-step prompts that mimic existing auto-

mated Boolean query generation methods?

RQ4: What are the limitations and challenges of using ChatGPT for Boolean query formulation in

systematic reviews?

The following sections present the results of our experiments involving both unguided and guided

Boolean query generation using the ChatGPT interface.
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Table 5.4: Unguided prompt query formulation results. Statistical significant differences (Student’s
two-tailed, paired t-test with Bonferonni correction, p < 0.05) between p4 and all other methods are
indicated by *.

Prompts ‘ Precision F1 F3 Recall

Manual | 0.0207* 0.0290* 0.0481* 0.8317*

Baselines Conceptual | 0.0015*  0.0027* 0.0101* 0.6997*

Objective | 0.0002* 0.0005* 0.0023* 0.9128"

Simple pl 0.0543  0.0500 0.0590 0.1293*

CLEF TAR Detailed p2 0.1166  0.0654 0.0696 0.1310*
p3 0.0844  0.0443 0.0497* 0.1175*

. p4 0.0752  0.0642 0.0847 0.5035

With Example p5 0.0958  0.0717 0.0844 0.3335*

Manual | 0.0367 0.0651* 0.1099* 0.7366"

Baselines Conceptual | 0.0018 0.4138

Objective 0.0057 0.5192

Simple pl | 00501 0.0274 00298 0.0528

Seed Collection Detailed p2 0.0983  0.0310 0.0278 0.0394*
p3 0.0730  0.0329 0.0329 0.0519

. p4 0.0283  0.0274 0.0374  0.1290

With Example pS 0.0188  0.0193 0.0271 0.0785

5.3.1 Unguided Prompt Query Formulation

Table [5.4|reports the results of unguided prompt query formulation. These results indicate that queries
generated from ChatGPT generally obtain a higher precision compared to the previous automatic query
formulation methods, with a trade-off of lower recall. For F-measure, ChatGPT-generated queries are
more effective than both the state-of-the-art and originally authored queries on the CLEF collections.
However, they are less effective on the Seed collection. Systematic review literature search generally
requires high recall to ensure that all relevant evidence can be found. All the ChatGPT-generated
queries obtain a lower recall than the baseline methods, suggesting that ChatGPT-generated queries
may not be suitable for high-recall retrieval, but rather best suited when time is limited; e.g., for rapid

reviews [154].

Using different Simple and Detailed prompts (p1-3) only had a minor impact on effectiveness. For
CLEEF, p2 was statistically significantly better with respect to precision; otherwise, the prompt type
did not have a strong effect. However, we found that prompts that include a high-quality systematic
review topic as an example are able to significantly outperform those without, shown as a consistently
higher F1, F3 and recall. When comparing the effectiveness of two prompts with examples, we found
that asking ChatGPT to generate PICO elements before generating its final Boolean query resulted in
Boolean queries with a lower recall but higher precision. Overall, our findings indicate that including a

high-quality systematic review query example in the prompt is crucial, while the level of detail in the
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Table 5.5: Comparison of result for unguided prompt query generation prompt ‘p4’” when using a
different types of examples. For each collection, two types of example are used, p4 — HQFE refers
to using one high-quality example, while p4 — RE refers to using a related query as an example.
Statistical significant differences (p < 0.05) between the two types of examples are indicated by *.

‘ Precision F1 F3 Recall
p4-HQE ‘ 0.0751 0.0642 0.0872 0.5035
CLEF TAR
p4-RE ‘ 0.1105(+47.1%) 0.0909(+41.6%) 0.1144(+31.2%) 0.4183(—38.1%)
p4-HQE ‘ 0.0283 0.0274 0.0374 0.129

Seed Collection ™ ) RE | 0.0351(+24.0%) 0.0140(—48.9%) 0.0139(—62.8%) 0.0161*(~87.6%)

task description may not have a significant impact.

Additionally, we observe a notable difference between the CLEF TAR and Seed Collection when
comparing automatically generated queries to manual queries. In the CLEF TAR collection, automatic
methods—particularly the objective method—still benefit from achieving relatively high recall, which
contributes to their overall effectiveness. In contrast, for the Seed Collection, automatically generated
queries consistently exhibit lower recall, leading to reduced overall effectiveness. While we do not have
a definitive explanation for this discrepancy, one possible reason is the difference in topic composition:
all topics in the CLEF TAR collection are diagnostic test accuracy (DTA) reviews, whereas the Seed
Collection includes a mix of both DTA and intervention review topics.

Next, we test the effectiveness when different types of example is used, as described in section
[5.1.1] Table[5.5|compares the effectiveness of queries generated using the most relevant topic in the
prompt to queries generated using a high-quality example. Using a relevant topic as an example can
result in queries with higher precision, but lower recall.

Finally, we study the variability of effectiveness using p4(HQE) — the most effective prompt
compared with other prompts, and we re-run the prompt ten times. Variability is shown in Figure
@ Recall varied more than precision and F-measures: variance of recall is 12% of its mean value;
precision was 7.1%, F-1 6.6% and F-3 7.2%. Our result indicates that the generated queries from the
same prompt would mainly differ in the ability to obtain more relevant documents (recall) from the

included studies.

5.3.2 Guided Prompt Query Formulation

Table[5.6] reports the result of guided prompt query formulation. These results suggest that if using
a well-chosen seed study, queries generated from guided prompt are far more effective than queries
generated from unguided prompts.

However, like previous experiments in unguided prompt query generation and refinement, the
effectiveness varies considerably across runs; and the effectiveness also depends on the seed study
being used. Figure [5.2]reports the variability of query effectiveness when different seed studies are
used to generate queries. Figure [5.3]reports the variability of effectiveness when the same seed study

is used, picked from the best seed study from the first run.
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Figure 5.1: Topic-by-topic variability for the effectiveness of 10 iterative runs in unguided prompt
query formulation using p4. CLEF indicates CLEF TAR collection and SC indicates seed collection.

From the variability graph, we see that query generation using guided prompt is not stable across

different seed studies. Furthermore, even when the same seed study is used to generate multiple

queries, there is a high degree of variability. The range of precision and recall for some topics can

span from O to 1, especially when the average effectiveness is high.
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Table 5.6: Guided prompt query formulation on Seed Collection, compared with unguided prompt
query generation ‘p4’; Statistical significant differences (p j 0.05) between guided prompt and unguided
prompt is indicated by *.

Prompts ‘ Precision F1 F3 Recall
p4 ‘ 0.0284 0.0274 0.0374 0.1290
Guided ‘ 0.0993(+249.6%) 0.0492(+79.6%) 0.0565(+51.1%) 0.5171(+301.6%)*
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Figure 5.2: Topic-by-topic variability for the effectiveness of using different seed studies for guided
prompt query formulation.
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Figure 5.3: Topic-by-topic variability for the effectiveness of 10 iterative runs using the same seed
study in guided prompt query formulation.

5.3.3 Boolean Query Refinement

Table suggests that ChatGPT is capable of improving the effectiveness of systematic review
literature search queries. ChatGPT for query refinement leads to an increase in precision and F-
measure, while obtaining a lower recall. Therefore, it is crucial to first create a query with high recall,
and then use ChatGPT to refine it.

Using automatically formulated queries from the objective queries obtained the highest effective-
ness when ChatGPT was used to refine the queries. Refinement yielded an 11% drop in recall, but
considerable gains in precision, F1, and F3.

Variability is studied by running the best method, refined-objective run, ten times. We show the
variability of the query refinement in Figure[5.4] There is less variance in query refinement than in
query formation (Figure[S.1I). This is understandable, given the query structure is already provided by

the seed query, whereas query formulation must be done from scratch from the title of the review.
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Table 5.7: Result table for query refinement on CLEF TAR collection. For a refinement method,
‘p6-Manual’, ‘p6’ indicates the prompt used to generate the refined query; ‘Manual’ indicate the
seed queries used for ChatGPT to refine. For each query refinement method, statistical significant
differences (p < 0.05) between refined prompt and seed queries are indicated by *. Percentage changes
from seed to refined queries are shown in parentheses.

Prompts ‘ Precision F1 F3 Recall
Manual 0.0207 0.0290 0.0481 0.8317
p6-Manual 0.0795* (+284.1%)  0.0597* (+105.9%)  0.0802* (+66.7%)  0.5060* (-39.2%)
Conceptual 0.0014 0.0027 0.0100 0.6996
p7-conceptual 0.0022 (+57.1%) 0.0039 (+44.4%) 0.0069 (-31.0%) 0.2699* (-61.4%)
Objective 0.0002 0.0005 0.0023 0.9128
p7-Objective | 0.0460* (+22900.0%) 0.0471* (+9320.0%) 0.0652* (+2736.5%) 0.8115* (-11.1%)
p4 0.0751 0.0642 0.0872 0.5035
p7-p4 0.1162 (+54.7%) 0.0772 (+20.2%) 0.0921 (+5.6%) 0.3179* (-36.9%)
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Figure 5.4: Topic-by-topic variability for the effectiveness of 10 iterative runs in unguided prompt
query refinement.

5.3.4 Answer to Research Questions in Initial Evaluation

This section summarises the key findings of our initial evaluation using the ChatGPT interface, based

on the research questions introduced.

RQ1: How does ChatGPT compare to previous automatic methods for formulating and refining

Boolean queries in systematic reviews?

ChatGPT performs competitively with prior automatic methods, particularly improving precision
by reducing irrelevant documents. However, these gains often come at the cost of lower recall—an

important consideration in systematic reviews.

RQ2: 7o what extent do prompt designs influence the effectiveness of Boolean queries generated by

ChatGPT for systematic reviews?

Prompt design significantly impacts retrieval effectiveness of Boolean Query. Prompts that include
example queries tend to outperform simple instructions, especially in terms of recall. The type of
example matters: related examples improve precision, while unrelated high-quality examples improve

recall. In contrast, adding PICO-based instructions often reduces recall and yields mixed results on
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precision, suggesting that over-structuring the prompt may be detrimental.

RQ3: What is the impact of guiding ChatGPT through multi-step prompts that mimic current state-of-

the-art automated Boolean query generation methods?

Guided prompts based on the objective method lead to more effective queries overall, improving
both recall and precision. Decomposing the task into manageable steps helps the model generate
more structured and accurate Boolean queries. However, this approach also introduces additional
complexity and does not resolve core challenges such as the variability in the effectiveness of the

generated Boolean queries.

RQ4: What are the limitations and challenges of using ChatGPT for Boolean query formulation in

systematic reviews?

Three key limitations emerge: (1) over 55% of MeSH terms generated by ChatGPT are invalid,
undermining the reliability of the queries—particularly for recall-oriented tasks; (2) considerable
variability in outputs across repeated runs, even with identical prompts, which introduces reproducibil-
ity concerns and requires costly manual evaluation to identify high-performing queries; and (3) the
black-box nature of the ChatGPT interface, which limits transparency and prevents deeper inspection
or customisation of the generation process. These challenges motivate our later investigation into more

transparent and controllable alternatives, including open-source language models.

5.4 Generalising Boolean Query Generation to Other LLMs

While our initial study using the ChatGPT interface produced promising results, it also revealed
key limitations—such as limited controllability, non-deterministic outputs, and lack of transparency.
These issues raise concerns about reproducibility and the practical deployment of ChatGPT-generated
Boolean queries in systematic review workflows.

To address these concerns and test the generalisability of our findings, we extend our investi-
gation to a broader set of LLMs, including both proprietary API-based models and open-source
alternatives. Open-source models—providing access to model weights, decoding parameters, and
training details—are especially valuable in research contexts requiring reproducibility, transparency,
and fine-grained customisation. They also allow for secure deployment and task-specific fine-tuning,
offering a controllable alternative to commercial black-box systems.

This phase of the study examines whether insights from the ChatGPT interface generalise to modern,
more configurable LLMs. Unlike the ChatGPT interface (circa late 2022), newer models—whether
accessed via APIs or open-source implementations—provide full control over system-level instructions,
prompt formatting, and output structure (e.g., JSON). This flexibility enables a deeper investigation
into how model architecture, prompt design, and output constraints influence the effectiveness of
Boolean query generation.

We address the following research questions:



5.4. GENERALISING BOOLEAN QUERY GENERATION TO OTHER LLMS 79

Table 5.8: Summary of evaluated LLLMs and their shorthand labels.

Model Type Model Name Shorthand Label

ChatGPT Interface / ChatGPT
gpt-3.5-turbo-1106 GPT3.5-1
gpt-3.5-turbo-0125 GPT3.5-0

ChatGPT API-based gpt-4-1106-preview GPT4
gpt-4o GPT40-m
01 Ol

. Mistral-7B-v0.2 Mistral-S

Mistral API-based Mixtral-8x7B-v0.1 Mistral-L
Mistral-7B-v0.2 Mistral

Open-Source (Local) Zephyr-7B-beta Zephyr
Llama3.1-8B-Instruct Llama3.1

RQ1: Do findings from the ChatGPT interface generalise to other LLMs?

RQ2: How do different LLMs compare in generating valid and effective Boolean queries using the

same prompts, and how sensitive are they to prompt variations?

RQ3: What is the impact of separating system instructions from user prompts and enforcing structured

output formats (e.g., JSON) on query effectiveness?

For clarity, we refer to the evaluated LLMs using shorthand labels as summarised in Table The
evaluated models span three categories: ChatGPT API-based models, Mistral API-based models, and
open-source models run locally. Each model is assigned a consistent shorthand label, which we use

throughout the remainder of this section for concise reference.

5.4.1 Unguided Prompt Query Formulation

Unguided query formulation results on the CLEF TAR and Seed collections are presented in Tables[5.9]
and [5.10] respectively. These tables include a comparative analysis between multiple extended LLMs
and the ChatGPT interface. The results indicate that most LLM variants achieve higher effectiveness
in terms of both recall and precision compared to ChatGPT interfaces (ChatGPT).

Across the tested LLMs and prompts, the most effective model or prompt depends significantly on
the evaluation metric and dataset. Zero-shot formulation prompts (p1—p3) generally achieve higher
precision but lower recall compared to one-shot prompts (p4—pS5), resulting in mixed F-measure
outcomes. When compared with the ChatGPT interface, one-shot prompts yield superior effectiveness
on seven models for F1 and six models for F3 metrics on the CLEF TAR collection. For the Seed
collection, one-shot prompts outperform alternatives on two models for both F1 and F3.

Evaluating all LLMs under identical prompts, model ol (the most recent reasoning-focused model)
consistently achieves higher recall than other variants, except for the prompt p4 scenario, where ol
performs marginally lower than Llama3.1 on the CLEF TAR collection and GPT3.5-1 on the Seed
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Table 5.9: Results on 71 CLEF topics for all query-formulation prompts. For each evaluation metric,
bolded values indicate the highest value among all prompts for a given large language model, and
coloured values indicate the highest effectiveness among all model variations within each prompt.
A paired t-test with Bonferroni correction (p j .05) is performed: a indicates statistical significance
relative to the bolded value, b relative to the gray-celled value, and c relative to the manual baseline.

Prompt GPT3.5-1 GPT3.5-0 GPT4 GPT40-m Mistral-S Mistral-L.  Mistral Zephyr Llama3.1 ol ChatGPT
Manual =.0209
= pl .1470¢ .1451¢ 08544 .1393¢ 013940 0384%0 0415 0792 1069¢  .1361¢ 05430
2 p2 .1430¢ 1501¢ A707°  .1294¢ .1008 1329¢ 1233¢ .1088¢ .1097¢ 1324¢ .1166¢
8 p3 .1249¢ .1051¢ 1348¢ [.1409¢ 0617°  .1019¢ .0732¢ 1057 1153¢ 1078¢.0844¢
&~ p4 .1064¢ .1006¢ 1333¢ 06620 0844 .0965¢ 0624°  1135¢ 0685 1060¢ 0752
p5 .0934¢ 1190¢ 1372¢ .0971¢ .0803¢ .1109¢ 0904¢  .1319¢ .0801 1189¢ .0958¢
Manual = .8436
pl 34199 2529%bc  1183%be  32354¢ 040600 1533%bc  07540b¢ 04100 1899%bc [T43474CT 1293¢bc
R 3643 28084h¢  2595h¢  2878bec  1829¢be  4g4abe  0895*be  1554b¢ 37534 50504 | [310%<
£ p3 A3570¢ 41207¢  3112b¢ 3343%bc 113740 4304P¢  20494P¢  1691P¢  37414b< | 6545¢ | 117540«
p4 .5108¢ .4862¢ 31490¢  5509¢ 4831¢ 3615%¢  4345¢ 2655%¢ | .5811¢ .54384¢ 5035¢
p5 4138¢ 4654°¢ .32007¢  4576¢ 31740 31910 4833¢ 29047 4740¢ 5377%¢ 3335b¢
Manual =.0298
pl .1083¢ .0970° 055192 1020¢ 011822 038140 0226%P  .0252%F  .0665° 1335¢  .0500”
— p2 .1083¢ .0981¢ .1016¢ .1073¢ 0536°  .0839b¢  0414%b  0593b  0875¢ 1427¢ .0654b«¢
= p3 .1053¢ .0922¢ .1043¢ .1108° 03637 .0845b¢  0446%P 040140 1045¢ 1381¢ 0443
p4 .0996¢ 0818%¢  1135¢ 052540 0617" 0731 .0586" 07340¢ 0673° A1316°  .0642°
PS5 0798%¢  1017¢ 1092¢.0809%¢ L0666  .0937°¢  .0860°°¢  .0928¢ 0617°  1428°  .0717°¢
Manual = .0497
pl 1311¢ A114¢ 06084 1269¢ 0128%0<  0495%0 027540 0265%0  .0746® | .1686° | .0590”
) .1338¢ 11475¢1206° .1252¢ .0616" .0966" 042840 0674° A110¢ .1859¢  .0696"
) 1363¢ A1810¢ 1275P¢ a341P¢ 04370 10255¢ 053940 0534%0  1301%¢ | 1966  .0497”
p4 .1335¢ .1049%¢1392¢ 0631%%  .0839" .0863" .0822° .0877" .0913° A777°  .0847"
ps 10645 1250°¢ 13645 1085b¢ 0800  .1141%¢  1139P¢  1077°¢ .0829° | .1959¢ | .0844°

collection; however, these differences are statistically insignificant. Additionally, model ol consistently
outperforms other models across all prompt variations in terms of F-based metrics on the CLEF TAR
collection. Among other models, Llama3.1 and GPT3.5-1 exhibit relatively higher recall in multiple
prompt settings, jointly holding the highest recall in five instances (combining CLEF TAR and Seed
collections across five prompt variations).

Compared with manually formulated Boolean queries across both collections, the findings reaffirm
earlier results from the ChatGPT interface study: automated methods achieve higher precision but
significantly lower recall, with the sole exception being model ol using prompt p3 on the Seed
collection. Notably, the gap in recall has substantially narrowed compared to previous results reported
by Wang et al. [264], particularly for model ol. The average recall is now approximately 15% lower
than manual queries across both collections, marking a considerable improvement over the previously
reported gaps (35% for CLEF TAR and 60% for the Seed collection).

5.4.2 Guided Prompt Query Formulation

Table additionally presents results from guided query formulation experiments. These findings
reinforce the conclusions drawn from the ChatGPT interface: guided prompts, using carefully chosen
seed studies, consistently improve query effectiveness compared to unguided prompts. Specifically,
selecting the optimal seed study (Guided-best) significantly enhances recall relative to single-step

formulation prompts for all evaluated models.
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Table 5.10: Results on 40 Seed collection topics for all query-formulation prompts. For each evaluation
metric, bolded values indicate the highest value among all prompts for a given large language model,
and coloured values indicate the highest effectiveness among all model variations within each prompt.
A paired t-test with Bonferroni correction (p j .05) is performed: a indicates statistical significance
relative to the bolded value, b relative to the coloured value, and ¢ relative to the manual baseline. ol
model for Guided prompt were not conducted due to high expenses.

Prompt GPT3.5-1 GPT3.5-0 GPT4 GPT40o-m Mistral-S Mistral-L.  Mistral Zephyr Llama3.1 ol ChatGPT
Manual =.0341
pl 0475 .0309 02622 L0491 .0090 0079 0155 0431 .0605 0827 0514
= p2 0573 0251 0344 0151 .0962 .0470 0355 .0942 0599 0469 [.0983
2 p3 0687 0757 0313 0370 L0680 0451 .0706 0255 10349 0523 0730
3 p4 0768 .0602 0126 0337 0142 0378 0178 0282 0132 0384 0284
& p5 .0932 10229 .0011¢ 0145 0611 0466 0167 1104 10202 0618 .0189
Guided-best 0078 .0061 10209 0210 0497 0292 0381 0755 0158 - .0993
Guided-combined .0002¢ .0010° .0022¢ 0071 0038 | .0165 .0015¢ .0087 0022 - -
Manual = .7241
pl 3045%¢ 1318%45¢ 060040 19309¢ 08984 114200¢ 024490 032190¢  2446%¢ | BT674C 054240
p2 1495%¢ 0858%b¢ 058090 1625%¢ 064490 1614%¢  0858%P<  0876%bC  21774¢ | 3245%€ 0394%b«c
F p3 24370b¢  1986%0¢ 032140¢  09824bc 11544 27740bc 0991@be  03214bc 23294 [ 5786 .0519%Pc
£ p4 2860%¢ | 2078%¢  .0056%P¢  2077%¢  .1580%C  .1180%¢  .1536%¢  .1682%¢  22514¢  .25929¢ 1290%¢
p5 2848%¢  3285%¢  0231%b¢  2746%¢  2385%¢  1251%bc  2986%¢  .1928%¢  3113%¢ | .4182%¢ 0785%b«c
Guided-best 64414 .6328¢ 61887 3820P¢ .6091¢ 504200 52419 4434%bc 60707 — 5171
Guided-combined | .7361 7315 6978 .5045" .6649 .5908 5772 51347 6801 - -
Manual = .0605
pl 0410 02217 00717¢ 0441 01407 0118k 0131 0167 0627 0777 | .0281°
p2 0322 10227 o111¢ 0205 0424 0323 0220 0246 0436 0533 | .0310
— p3 0597 0525 0128 0198 0385 0357 .0439 0224 0421 0537 .0329
Y 0471 0383 .0047¢ 0169 0123¢ 0143 0190 10252 0159¢ 0262 0274
p5 0612 0355 00182 0184 0347 0299 0253 1.0698 0267 0561 .0193
Guided-best 0139 0110° 0335 0304 0334 0232 .0300 0441 0216 - .0492
Guided-combined .0003%¢  .0020%¢  .0044¢ | .0100 .0046¢ .0040° .0008¢ .0083%¢ 0035 - -
Manual =.1024
pl 0571 02665¢ .0069%¢ 0534 0198¢  0175%¢  .0143P<  0175b¢ 0769 1019 .0306°
p2 0388 .0273¢ .0108¢ .0304¢ .0400 0376 0211¢ .0241¢ 0544 0755  .0278¢
« D3 .0820 0652 01412¢ 0242¢ 0416 0512 0418 .0240 0555 0852  .0329
= .0566 0469 00382 .0228¢ 0151¢ .0133¢ .0243¢ .0338¢ .0225¢ 0366° 0374
p5 0791 0526 00275 .0302¢ .0440 0375 0373¢ 0783 0352 0780  .0271¢
Guided-best .0232¢ 0187¢ 0509 0420 0424 0363 .0360 0581 0314¢ - .0565

Guided-combined .0006*¢ .0036%¢ .0084¢ .0132¢ .0083¢ .0064¢ .0011¢ .0134%¢ — .0057¢ - -

Out of the nine evaluated LLMs (excluding the cost-prohibitive o1 model), six achieve higher recall
than the ChatGPT interface. Compared to original manual queries, most models show no statistically
significant difference in effectiveness, except for Mistral-S in terms of recall, and GPT3.5-0 for F1.
Additionally, GPT3.5-0, GPT3.5-1, and Llama3.1 demonstrate statistically significant differences for
F3.

The combined query approach (Guided-combined), which merges queries generated from multiple
seed studies using logical OR, achieves recall comparable to the Manual Boolean queries across all
tested models, with no statistically significant differences observed. However, this method reduces
precision, resulting in statistically significant differences compared to the Original manual queries
across all models, excluding Zepher, Mistral-L, and GPT40-mini. A notable advantage of this combined
approach is its pre-hoc nature, removing the necessity to identify a single best seed study as required
by the Guided-best method.
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Table 5.11: Results on 71 CLEF TAR topics for all query-refinement prompts. For each evaluation
metric, bolded values indicate the highest value among all prompts for a given large language model,
and coloured values indicate the highest effectiveness among all model variations within each prompt.
A paired t-test with Bonferroni correction (p j .05) is performed: a indicates statistical significance
relative to the bolded value (highest prompt for each model), b relative to the coloured value, and ¢
relative to the refinement base, i.e., p6-Manual and p6, p7-conceptual and p7, and p7-objective and
objective.

Prompt GPT3.5-1 GPT3.5-0 GPT4 GPT40-m Mistral-S Mistral-L  Mistral Zephyr Llama3.1 ChatGPT
o Manual=.0209, conceptual=.0015, objective=.0002
2 p6-Manual 039340¢ 04920 1211¢ 08120¢  0873¢ 08394 0865° 1234¢ 1186¢ 0795¢
8 p7-conceptual .0982"¢  .07420¢ [ 1581° 05477 0575P¢  1411¢ 05967¢ .05834P¢ 056640 002240
A p7-objective  .0460%P¢ 02429P¢ | 1100%€  .0041%PC 031770 0906° 023740¢ - 0416%0¢  0135%0¢  04607¢
Manual=.8436, conceptual=.6996, objective=.9128
T p6-Manual .6653¢ 7057¢ 3934b¢ 48284bc  30449bc 43460 4340%bc  2450%bc  38330bc  5060%PC
S pT-conceptual .463090¢  4744%¢  28344bc 50924 47354¢  3120%b€  5548¢ .300490¢ | 58274¢ | 2699%b:¢
p7-objective  .5763%¢  7175¢ 43390 8078¢ 7386¢ 50110 61887¢  55170¢ [7951¢ .8115¢
Manual=.0298, conceptual=.0027, objective=.0005
—  p6-Manual 0536%0< 06487¢ | 1149¢ .0882¢ 07155 0786P¢  .06597¢  .0810°¢  .0840°¢  .0597b¢
= p7-conceptual .08820<  .0579%¢ | .1300° 05494b¢ 05720¢  0985P¢  0467%¢  .0524P¢  0670°¢  .0039%P
p7-objective  .0386%0¢ 02824 | 1180¢ 0079%0¢ 040540 0749P¢  03354b¢ 049640 022200 04710
Manual=.0497, conceptual=.0101, objective=.0023
v P6-Manual 07940 09207¢ | .1440° 1196° .0924b¢ 10530 08340¢  .09577¢  .11037¢  .0802°<
B~ p7-conceptual .1149¢  .0799%¢ | .1539¢ 0776%0¢ 07807 .1209° 0644%¢ 06977 .0881°¢ 00694
p7-objective  .0475%b¢ 038740 | 1476¢ 0148%bc 05820 10055¢ .04949b¢  06520¢  .03484Pc  06520¢

5.4.3 Unguided Prompt Query Refinement

Next, we investigate LLMs variances for their ability to refine Boolean queries. Table[5.11]shows the
results of unguided Boolean query refinement on the CLEF TAR collection. The results demostrated
that the findings on ChatGPT interface generalise to all other LLMs, that is: Boolean query refinement
by LLMs increases precision with a drop in recall. Specifically, compared to ChatGPT interface, tested
LLMs generally obtain a higher precision with p6-manual and p7-conceptual and a higher recall with
p7-conceptual. For p7-objective, the recall value is lower than the ChatGPT interface, while precision

is similar.

5.4.4 Impact of Prompt and Output Type

We next investigate prompt and output types, note that is comparison is not suitable for ChatGPT
interface as there’s no easy way to control the system prompt and output format. Note that by default
(in all previous shown result tables), we used plain-text prompts using user prompt only, as system

prompts and JSON output were not available for some models.

Table 5.12: Results on CLEF TAR for p4 prompt variations.

Prompt GPT3.5-1 | Mistral-S

Precision F1 F3 Recall ‘ Precision F1 F3 Recall
Plain-text 0.1064 0.0996 0.1335 0.5108 | 0.0844 0.0617 0.0839 0.4831
JSON-Output 0.0859  0.0943 0.1250 0.5562 | 0.0679 0.0424 0.0530 0.3914
System-JSON  0.0898  0.0901 0.1191 0.5413 | 0.0839 0.0656 0.0854 0.5828
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Figure 5.5: Recall variability of formulated Boolean queries using prompts p3 and p4 for the Seed
collection.

We specifically investigate the impact of separating prompts and restricting output formats, focusing
on GPT3.5-1 and Mistral-S, using p4 as the reference prompt. Table [5.12] compares plain-text, JSON
output, and System-JSON settings. The impact of JSON output varies across models. Enforcing JSON
output resulted in increased recall but decreased precision and F1-score for GPT3.5-1, while Mistral-S
showed a drop in all metrics. For System-JSON, we observed a varied trend: it increased both recall
and precision for Mistral-S, but for GPT3.5-1, it led to a decrease in recall and increase in precision.

Overall, none of the above results showed statistical significance. Therefore, we conclude that the
use of system prompts and enforced JSON output, despite their varied effects, likely has a minimal

impact on the quality of Boolean query formulation.

5.4.5 Variability and Incorrect Formulation

To investigate the variability in Boolean query formulation effectiveness across different models, we
select three representative prompts: p3, a more effective detailed prompt (compared to p2); p4, a more
effective example-based prompt (compared to p5); and the guided prompt, which incorporates seed
studies. Notably, p3 serves as a zero-shot prompt, p4 as a one-shot prompt, and the guided prompt as a
multi-step, seed-driven formulation.

Figure [5.5]illustrates the variability in query effectiveness for each model on the Seed Collection.

The figure reveals substantial variance in performance across models, highlighting that certain models
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Figure 5.6: Recall variability of all formulated Boolean queries using guided prompt for the Seed
collection. Generation from all the seed studies is aggregated together.

are inherently less suited for Boolean query formulation. This suggests that model selection plays a
critical role in achieving reliable and effective query generation.

For example, GPT-4 consistently exhibits very low recall across all queries it generates. This sug-
gests that model selection is crucial—certain models, such as GPT-4, should be avoided when aiming
for effective Boolean query formulation. In contrast, Ol models demonstrate higher effectiveness
compared to all other models.

Regarding prompt selection, while most models benefit from an example to improve Boolean query
formulation, certain models, such as Mistral-L and O1, actually perform worse with a one-shot prompt.
Overall, the best prompt to use is model dependant, one prompt working on one model a does not
necessarily mean it would also achieve high effectiveness on other models.

Figure [5.6] presents the variability in guided Boolean query formulation. These results indicate that,
although most queries achieved higher recall and were optimised for recall, their overall effectiveness
was still lower compared to the variance observed across different models, with respect to Table [5.10]
This highlights the importance of seed selection for guided queries, suggesting that a model capable
of generating a single high-quality Boolean query based on a seed study is more effective than one
producing multiple relatively average-quality queries across all seed studies.

Figure [5.7) presents the average number of attempts required for each model to generate the
first valid Boolean query. For query formulation, the results indicate that Mistral-S, GPT40-m, and

Llama3.1 required a higher number of retries compared to other models. In contrast, the remaining
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Figure 5.7: Average number of tries per model to generate the first valid Boolean query. ol not used
for query refinement due to high cost.

models consistently produced valid queries with considerably fewer attempts.

Boolean query refinement required more attempts to produce a valid query, likely due to the added
complexity of both modifying the existing query and ensuring its correctness. This gap is particularly
large for smaller GPT-based models, such as GPT-3.5 and GPT-40-m, which struggle more with
refinement compared to formulation. However, for Mistral-based models and most open-source models
(except Llama 3.1), the number of retries for refinement does not appear to be substantially higher
than for formulation. Notably, models such as Mistral-S and Zephyr required fewer retries on average

for refinement than for initial query formulation.

5.4.6 Answer to Research Questions in Generalisation Study
We summarise our findings across multiple LLMs in relation to the stated research questions:
RQ1: Do findings from the ChatGPT interface generalise to other LLMs?

Yes. The trends observed with ChatGPT interface—higher precision but lower recall compared to
manual queries—generalise across all tested LLMs. Importantly, newer models such as o1 narrow
the recall gap substantially (from 35-60% down to 15%). Thus, while the general trade-off persists,

recent models are better at balancing precision and recall.
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RQ2: How do different LLMs compare in their ability to generate valid and effective Boolean queries

using identical prompts, and how sensitive are they to prompt variation?

Performance varies widely. o1 consistently achieved the highest recall and F-measure, followed by
Llama3.1 and GPT-3.5 variants. GPT-4, in contrast, performed poorly across prompts. Prompt type
also mattered: one-shot prompting generally improved recall, though some models (e.g., Mistral-L, o1)

performed worse under one-shot settings—highlighting model-specific sensitivities to prompt design.

RQ3: What is the impact of system prompt separation and enforced output formats (e.g., JSON) on

query effectiveness?

Minimal. Experiments with GPT3.5-1 and Mistral-S show no statistically significant differences.
Enforcing structured outputs (e.g., JSON) slightly improved recall for GPT3.5-1 but reduced F1-score;
Mistral-S saw a general decline. Separating system instructions had mixed effects. These findings

suggest that formatting and prompt separation offer little practical benefit for Boolean query tasks.

Additional Observations We observed high variability in output quality across LLMs and gen-
erations. Some models frequently produced invalid or suboptimal queries, especially in refinement
settings. Small models like GPT-3.5 and GPT-40-mini often required multiple attempts to yield a
usable query. Errors like invalid MeSH terms and syntax issues remained a common source of failure,

reinforcing the need for automated validation and possible iterative refinement.

5.5 Case Study

To complement our quantitative evaluation, we conduct a case study to qualitatively examine the
characteristics of Boolean queries generated by different LLMs and prompt strategies. This allows us to
better understand the practical differences in query structure, term selection, and overall effectiveness.
We focus on topic 22 from the Seed collection—chosen due to its high variance in performance across
different model and prompt combinations. Specifically, we compare: (1) Boolean queries generated by
different LLMs using the same prompt (p4; see Table [5.13), and (2) Boolean queries generated by the
same LLM (o1) using different prompts (Table[5.14).
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Table 5.13: Comparison of different models generating Boolean queries for topic 22 from the Seed

collection, using p4.

Model

Boolean Query

P

F1

F3

R

Manual

(rabies vaccines”[Mesh] OR ((vaccination[Mesh]) AND (rabies|[Mesh] OR “rabies virus”’[Mesh])) OR
((Rabies[tiab]) AND (vaccine[tiab] OR Vaccines[tiab] OR Vaccination[tiab] OR Vaccinations[tiab] OR Immu-
nise[tiab] OR Immunize[tiab] OR Immunisation[tiab] OR Immunization[tiab]))) AND (“immunization, sec-
ondary”[Mesh] OR antibodies, viral”[Mesh] OR “time factors”’[Mesh] OR secondary[tiab] OR booster[tiab]
OR boost[tiab] OR boosters[tiab] OR boostability[tiab] OR titer[tiab] OR gmt[tiab] OR ((sero[tiab]) AND (con-
version[tiab] OR protection[tiab])) OR seroconversion[tiab] OR seroprotection[tiab]) AND (“administration
and dosage”[sh] OR Administer[tiab] OR Administered[tiab] OR Administration[tiab] OR Intramuscular[tiab]
OR Intradermal[tiab] OR “pre-exposure”[tiab] OR “pre exposure”[tiab]) NOT (animals[Mesh] NOT hu-
mans[Mesh])

113

.201

332

947

GPT3.5-

(rabies vaccines”’[MeSH Terms] OR ’rabies vaccines”[All Fields] OR “’rabies vaccination”[All Fields] OR
”rabies vaccine”’[All Fields] OR “rabies immunization”[All Fields] OR “immunization”’[MeSH Terms] OR
“immunization”[All Fields]) AND ("immunogenicity”’[MeSH Terms] OR “immunogenicity”’[All Fields]) AND
("dose-response relationship, immunologic”’[MeSH Terms] OR “dose-response relationship, immunologic”[All
Fields] OR “dose-response”[All Fields] OR “’dose response”[All Fields] OR “dose-effect”’[All Fields] OR
”dose effect”’[All Fields])

.003

.006

.010

.026

GPT3.5-

(rabies vaccines”’[MeSH Terms] OR “rabies vaccines”[All Fields] OR “rabies vaccine”[All Fields] OR
rabies[All Fields]) AND ("immunogenicity”’[MeSH Terms] OR “immunogenicity”[All Fields] OR “im-
munogenicity”’[MeSH Terms] OR “immunogenicity”[All Fields] OR “immune response”’[MeSH Terms] OR
“immune response”[All Fields]) AND (”dose-response relationship, drug”’[MeSH Terms] OR “dose-response
relationship, drug”[All Fields] OR “dose-response”[All Fields] OR “dose response”[All Fields] OR “dose
dependent”[All Fields])

.065

.037

.031

.026

GPT4

(rabies[mesh] OR rabies[All Fields]) AND (vaccin*[mesh] OR vaccin*[All Fields] OR immuniz*[mesh]
OR immuniz*[All Fields] OR immunisation[All Fields] OR immunization[All Fields]) AND (immuno-
genic*[mesh] OR immunogenic*[All Fields]) AND (”pre-exposure prophylaxis”[mesh] OR pre-exposure[All
Fields] OR ’post-exposure prophylaxis”’[mesh] OR post-exposure[All Fields]) AND (systematic[sb] AND
(Review[ptyp] OR meta-analysis[ptyp] OR meta-analysis as topic[mesh] OR meta-analysis[All Fields]))

.000

.000

.000

.000

GPT4o-

immunogenicity[All Fields] AND (rabies[mesh:noexp] OR rabies[All Fields] OR rabies vaccine[All Fields] OR
rabies vaccinations[All Fields] OR rabies immunization[All Fields] OR rabies prophylaxis[All Fields]) AND
(pre-exposure[All Fields] OR post-exposure[All Fields] OR dose-response[All Fields] OR (vaccination[All
Fields] AND response[All Fields]))

075

134

221

618

Mistral-
S

(Rabies[Mesh] OR Rabies Vaccines[Mesh] OR Rabies Immunization[Mesh] OR “Rabies vaccine”[All Fields]
OR "pre-exposure prophylaxis”[All Fields] OR "post-exposure prophylaxis”’[All Fields] OR ”Rabies PEP”[All
Fields] OR "Rabies POEP”[AlI Fields] OR rabies prophylaxis[All Fields] OR immunogenicity[All Fields]
OR antibody response[All Fields] OR seroconversion[All Fields] OR vaccine efficacy[All Fields] OR “dose-
response”[All Fields]) AND (”Systematic Review”[PB] OR ”Meta-Analysis”’[Mesh] OR “Review Literature
as Topic”[Mesh] OR “Review Literature”[All Fields] OR Systematic Literature Review”[All Fields])

.000

.000

.000

.000

Continued on next page
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Table 5.13 — continued from previous page

Model Boolean Query P F1 F3 R

Mistral-  ("Rabies Vaccination”[Mesh] OR “Rabies Vaccines”[Mesh] OR ”Rabies Vaccines, Inactivated”[Mesh] OR "Ra- .002 .004 .006 .013

L bies Vaccines, Live”[Mesh] OR “Rabies Immunization”’[Mesh] OR “Rabies Immunoglobulin, Human”[Mesh]
OR ”Rabies Immunoglobulins”’[Mesh] OR “Rabies Virus Neutralizing Antibodies”[Mesh] OR Rabies Vac-
cines, Human Diploid Cell”’[Mesh] OR “Rabies Vaccines, Vertebrate Cell Culture”[Mesh] OR ”Rabies”[All
Fields] OR “’rabies vaccines”[ All Fields] OR "rabies vaccine”’[All Fields] OR “rabies vaccination”[All Fields]
OR rabies immunization”[All Fields] OR “rabies prophylaxis”[All Fields] OR "post-exposure prophy-
laxis”[All Fields] OR “’post-exposure prophylaxis, rabies”[All Fields] OR pre-exposure prophylaxis”[All
Fields] OR “pre-exposure prophylaxis, rabies”[All Fields] OR “rabies immunoglobulin”[All Fields] OR
“rabies immunoglobulins”[All Fields] OR “rabies ig”[All Fields] OR “rabies igg”[All Fields] OR “rabies
antibodies”[All Fields] OR “rabies titer”’[All Fields] OR “rabies serology”[All Fields] OR “rabies seroneg-
ative”’[All Fields] OR “rabies seropositive”’[All Fields]) AND (Immunogenicity[All Fields] OR ”immune
response”’[All Fields] OR “antibody response”[All Fields] OR antibody titer”[All Fields] OR “antibody
production”[All Fields] OR “immune protection”[All Fields] OR “immunization response”[ All Fields] OR
”vaccine response”[All Fields]) AND (Systematic[All Fields] OR "Meta-Analysis”’[Publication Type] OR
”meta analysis”[All Fields] OR “meta-analyses”[All Fields] OR “review”[Publication Type] OR review,
systematic”’[Publication Type] OR “systematic reviews”’[All Fields])

Mistral ~ ("Rabies Vaccines/” OR ’rabies vaccination”[All Fields] OR “rabies immunization”[All Fields]) AND (Im- .207 .114 .093 .079
munogenicity[Mesh] OR “antibody response”[All Fields] OR "immune response”’[All Fields] OR “antigen-
antibody complexes”[Mesh] OR “humoral immunity”[Mesh]) AND (”pre-exposure prophylaxis”[Mesh] OR

”post-exposure prophylaxis”’[Mesh] OR “immunization, postexposure”’[Mesh])

Zephyr  (’rabies vaccine”[Mesh] OR (“rabies”[All Fields] AND “vaccine”[All Fields])) AND (("immunogenic- .000 .000 .000 .000
ity”’[Mesh] OR “immunogenicity”[All Fields]) OR ("antibody response”’[Mesh] OR "antibody response”[All
Fields])) AND (("pre-exposure”’[All Fields] OR "’pre exposure”’[All Fields]) OR (”post-exposure”[All Fields]
OR "post exposure”’[All Fields])) AND (("systematic review”’[All Fields] OR “meta-analysis”[All Fields]) )

Llama3.1 (rabies vaccine*[All Fields] OR post exposure prophylaxis[Mesh:noexp] OR pre exposure prophy- .046 .083 .138 .421
laxis[Mesh:noexp] OR rabies immunoglobulin[Mesh:noexp] OR (rabies[All Fields] AND immunogen*[All
Fields]) OR (rabies[All Fields] AND vaccin*[All Fields]) OR ("rabies in situ”[All Fields] OR post vaccine
react*[All Fields] OR vaccine reaction*[All Fields])) AND (immunogenicity[Mesh:noexp] OR immuno-
genecity[All Fields] OR immune respons*[All Fields] OR “dose response”[All Fields] OR “dose response re-
lationship”’[All Fields] OR dose response curve”[All Fields] OR (immunogen*[All Fields] AND response[All
Fields] AND dose[All Fields]))

ol (rabies[MeSH:noexp] OR "Rabies Virus”[MeSH:noexp] OR “Rabies Vaccines”’[MeSH:noexp] OR rabies[tiab] ~ .141 241 .372 816

OR ’rabies virus”’[tiab] OR ”rabies infection”[tiab] OR “’rabies vaccine”[tiab]) AND ((’Immunization, Pre-
Exposure”[MeSH:noexp] OR ((pre-exposure*[tiab] OR preexposure*[tiab]) AND (prophylaxis[tiab] OR vacci-
nat*[tiab] OR immuni*[tiab]))) OR ("Immunization, Post-Exposure”[MeSH:noexp] OR ((post-exposure*[tiab]
OR postexposure*[tiab]) AND (prophylaxis[tiab] OR vaccinat*[tiab] OR immuni*[tiab])) OR PEP[tiab])) AND
("Immunogenicity, Vaccine”[MeSH:noexp] OR immunogenic*[tiab] OR (immune[tiab] AND (response*[tiab]
OR respons*[tiab])) OR “antibody formation”[MeSH:noexp] OR seroconversion*[tiab] OR (antibody][tiab]
AND (titer*[tiab] OR titre*[tiab] OR level*[tiab] OR concentration*[tiab])) OR ((neutralizing[tiab] OR
neutralising[tiab]) AND (antibody[tiab] OR antibodies[tiab]))) AND humans[MeSH Terms]

Topic title: Immunogenicity after pre- and post-exposure rabies vaccination: A systematic review and dose-response

meta-analysis

5.5.1 Comparison by LLMs

Boolean queries generated by different LLMs vary in structure, term coverage, and specificity. The
manually formulated query is the most comprehensive, incorporating MeSH terms, free-text synonyms,

and Boolean logic to maximise recall. For example:

("rabies vaccines"[Mesh] OR "rabies virus"[Mesh] OR Rabies[tiab] AND
(vaccine[tiab] OR Immunization[tiabl)) AND (...)
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Table 5.14: Comparison of different prompts used to generate Boolean queries for topic 22 from the
Seed collection, using ol.

Prompt  Boolean Query P F1 F3 R

Manual  (“rabies vaccines”[Mesh] OR ((vaccination[Mesh]) AND (rabies[Mesh] OR “rabies virus”[Mesh])) .113  .201  .332 947

OR ((Rabies[tiab]) AND (vaccine[tiab] OR Vaccines[tiab] OR Vaccination[tiab] OR Vaccinations[tiab]
OR Immunise[tiab] OR Immunize[tiab] OR Immunisation[tiab] OR Immunization[tiab]))) AND
(”immunization, secondary”[Mesh] OR “antibodies, viral”’[Mesh] OR time factors”[Mesh] OR sec-
ondary[tiab] OR booster[tiab] OR boost[tiab] OR boosters[tiab] OR boostability[tiab] OR titer[tiab]
OR gmt[tiab] OR ((sero[tiab]) AND (conversion[tiab] OR protection[tiab])) OR seroconversion[tiab]
OR seroprotection[tiab]) AND (“administration and dosage”[sh] OR Administer[tiab] OR Ad-
ministered[tiab] OR Administration[tiab] OR Intramuscular[tiab] OR Intradermal[tiab] OR “pre-
exposure”’[tiab] OR “pre exposure”[tiab]) NOT (animals[Mesh] NOT humans[Mesh])

pl (“rabies”[MeSH Terms] OR rabies[Title/Abstract] OR “rabies virus”[Title/Abstract]) AND  .222 326 427 .618
(“rabies vaccines”[MeSH Terms] OR ’rabies vaccine”[Title/Abstract] OR ’rabies vaccina-
tion”[Title/Abstract] OR vaccine*[Title/Abstract]) AND (immunogenic*[Title/Abstract] OR “im-
mune response”’[Title/Abstract] OR “immunological response”[Title/Abstract]) AND (("pre-
exposure prophylaxis”[MeSH Terms] OR ’pre-exposure prophylaxis”[Title/Abstract] OR preex-
posure[Title/Abstract]) OR (”post-exposure prophylaxis”[MeSH Terms] OR “’post-exposure prophy-
laxis”[Title/Abstract] OR postexposure[Title/Abstract]))

p2 ("Rabies Vaccines”[Mesh] OR “rabies vaccine*”[tiab] OR “rabies vaccination*”[tiab]) AND ("pre- .213  .286 .345 434
exposure prophylaxis”[tiab] OR “’preexposure prophylaxis”[tiab] OR “’pre exposure prophylaxis”[tiab]
OR "post-exposure prophylaxis”[tiab] OR "postexposure prophylaxis”[tiab] OR “post exposure pro-
phylaxis”[tiab]) AND ("immunogenicit*”[tiab] OR “immune respons*”[tiab] OR “immunologic re-
spons*”’[tiab] OR “’serologic respons*”[tiab] OR “antibody titer*”[tiab] OR “antibody titre*”[tiab] OR
seroconversion[tiab] OR virus neutralizing antibody*”[tiab] OR ”virus neutralising antibody*”[tiab])

p3 ((’rabies”[MeSH Terms] OR “rabies virus”’[MeSH Terms] OR rabies[tiab] OR “rabies virus”[tiab]) .073  .136 239  .987

AND (’rabies vaccines”’[MeSH Terms] OR “rabies immunoglobulin”’[MeSH Terms] OR “vacci-
nation”[MeSH Terms] OR “’pre-exposure prophylaxis”’[MeSH Terms] OR post-exposure prophy-
laxis”[MeSH Terms] OR “rabies vaccine*”[tiab] OR “rabies immunoglobulin”[tiab] OR vaccin*[tiab]
OR immuniz*[tiab] OR immunis*[tiab] OR “’pre-exposure prophylaxis”[tiab] OR “post-exposure
prophylaxis”[tiab] OR PEP[tiab] OR PrEP[tiab] OR RIG[tiab] OR HRIG[tiab]) AND (immunogenic-
ity[tiab] OR “immune response*”’[tiab] OR “antibody titer*”[tiab] OR “antibody titre*”’[tiab] OR
antibodies[tiab] OR seroconversion[tiab] OR seroconvert*[tiab] OR humoral immunity”’[tiab] OR
“immune memory”’[tiab] OR “neutralizing antibody*”’[tiab] OR “neutralising antibody*”[tiab] OR
“virus neutralizing antibody*”[tiab])) NOT (animals[MeSH Terms] NOT humans[MeSH Terms])

p4 (rabies[MeSH:noexp] OR “Rabies Virus”’[MeSH:noexp] OR “Rabies Vaccines”’[MeSH:noexp] .141 241 372 816

OR rabies[tiab] OR “rabies virus”[tiab] OR “rabies infection”[tiab] OR “rabies vaccine”[tiab])
AND (("Immunization, Pre-Exposure”’[MeSH:noexp] OR ((pre-exposure*[tiab] OR preexpo-
sure*[tiab]) AND (prophylaxis[tiab] OR vaccinat*[tiab] OR immuni*[tiab]))) OR ("Immuniza-
tion, Post-Exposure”[MeSH:noexp] OR ((post-exposure*[tiab] OR postexposure*[tiab]) AND (pro-
phylaxis[tiab] OR vaccinat*[tiab] OR immuni*[tiab])) OR PEP[tiab])) AND ("Immunogenicity,
Vaccine”[MeSH:noexp] OR immunogenic*[tiab] OR (immune[tiab] AND (response*[tiab] OR re-
spons*[tiab])) OR "antibody formation”’[MeSH:noexp] OR seroconversion*[tiab] OR (antibody|[tiab]
AND (titer*[tiab] OR titre*[tiab] OR level*[tiab] OR concentration*[tiab])) OR ((neutralizing[tiab]
OR neutralising[tiab]) AND (antibody[tiab] OR antibodies[tiab]))) AND humans[MeSH Terms]

pS ("Rabies Vaccines”’[Mesh:noexp] OR (rabies[All Fields] AND vaccin*[All Fields]) OR “rabies vac- .017 .034  .066 1.000

cine”’[All Fields] OR "rabies immunoglobulin”[All Fields] OR rabipur[All Fields] OR verorab[All
Fields] OR imovax[All Fields] OR “pre-exposure prophylaxis”[All Fields] OR “post-exposure
prophylaxis”[All Fields] OR “rabies prophylaxis”[All Fields]) AND (’Immunogenicity, Vac-
cine”[Mesh:noexp] OR immunogenic*[All Fields] OR immunolog*[All Fields] OR (antibod*[All
Fields] AND (respons*[All Fields] OR titer*[All Fields] OR titre*[All Fields])) OR seroconversion[All
Fields] OR “immune response”[All Fields] OR (virus[All Fields] AND neutraliz*[All Fields]) OR
immunity[Mesh])

Topic title: Immunogenicity after pre- and post-exposure rabies vaccination: A systematic review and dose-response
meta-analysis

GPT-3.5 models tend to produce simpler queries with limited term expansion, reducing recall. For

instance:

("rabies vaccines"[MeSH Terms] OR "rabies vaccination"[All Fields]) AND

("immunogenicity" [MeSH Terms])

GPT-4 adds more structure but often over-filters results, introducing excessive constraints (e.g.,

systematic review-specific criteria), which can hurt retrieval recall. More advanced models such as
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GPT-40 and o1 generate more balanced queries by combining effective term expansion with structured

Boolean logic. The best-performing model, o1, integrates logic and human-relevant filters effectively:

(rabies[MeSH:noexp] OR "Rabies Virus"[MeSH:noexp] OR rabies[tiab]) AND (immune
response[tiab] OR immunogenicity[MeSH]) AND humans[MeSH Terms]

Overall, simpler models tend to lack detail, advanced models risk over-filtering, and ol achieves

the best balance between recall and precision.

5.5.2 Comparison by Prompts

Boolean queries also vary significantly with prompt design, even when generated by the same model.
Different prompts emphasise different aspects of query construction, affecting recall and precision.
For instance, prompts pl and p2 are concise and structured, prioritising Boolean syntax but limiting

term coverage. The query from p1 is:

("rabies" [MeSH Terms] OR rabies[Title/Abstract] OR "rabies virus"[Title/Abstract])
AND ("rabies vaccines"[MeSH Terms] OR "rabies vaccine"[Title/Abstract]) AND

(immunogenic*[Title/Abstract])

In contrast, p3 and p4 encourage broader term expansion, resulting in more inclusive queries. The

query from p4 includes:

(rabies[MeSH:noexp] OR "Rabies Virus"[MeSH:noexp]) AND ("Immunization,
Pre-Exposure" [MeSH:noexp] OR pre-exposurex[tiab]) AND (immunogenicx*[tiab] OR
"antibody formation"[MeSH:noexp])

Prompt p5, which uses the PICO (Patient, Intervention, Comparison, Outcome) structure, produces
the most structured queries, balancing precision and recall. Overall, prompts tailored for systematic
review specialists (p3, p4, p5) tend to yield more comprehensive queries, whereas simpler prompts
(p1, p2) lead to narrower retrievals.

The effectiveness of a prompt ultimately depends on the desired balance between recall and

specificity in a systematic review context.

5.6 Summary of Findings

In this chapter, we conducted an extensive evaluation of automated Boolean query formulation and
refinement for systematic reviews using both the ChatGPT interface and a range of LLMs.

Our initial evaluation showed that Boolean queries generated by the early version of the ChatGPT
interface generally achieved higher precision than those produced by existing automated methods
(Objective/Conceptual), though this came at the cost of reduced recall. ChatGPT was also effective
in refining pre-existing queries, further improving precision by filtering out irrelevant documents,

with only marginal losses in recall. Prompt design had a significant impact on query effectiveness. A
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particularly strong positive signal came from including high-quality example queries in the prompt,
which substantially improved recall. Additionally, guiding ChatGPT through iterative, structured
prompts—modelled after state-of-the-art query generation methods—improved both recall and pre-
cision. However, the effectiveness of this approach was highly dependent on the choice of seed
studies.

Extending our investigation to multiple LLMs confirmed that the general trends observed with
the early ChatGPT interface generalise across models. Newer models notably reduced the recall
gap observed in earlier experiments. Model effectiveness varied, with some (e.g., ol, Llama3.1,
GPT3.5) consistently outperforming others. Prompt sensitivity was model-dependent, highlighting the
importance of tuning prompt strategies to the specific model in use. We found that separating system
instructions from user prompts and enforcing structured output formats (e.g., JSON) had minimal
impact on query effectiveness, suggesting limited benefit from imposing rigid output constraints.

One persistent challenge across models was the variability in query correctness and effectiveness
across repeated generations. In particular, generating valid Boolean queries reliably remained difficult
for many models. Frequent issues included incorrect or nonexistent MeSH terms. We observed that
55% of MeSH terms generated by ChatGPT were invalid or not part of the official vocabulary, which
negatively affected recall. To address this issue, one possible solution is to aggregate LL.M-generated
queries with automated MeSH term suggestion methods, which we introduce in the next chapter to
improve the reliability and completeness of Boolean queries.

In summary, while LLMs demonstrate strong potential for automating Boolean query formulation
in systematic reviews, real-world deployment requires careful attention to model selection, prompt
engineering, and validation. Although it remains an open question whether LLMs should be solely
responsible for generating queries in systematic review workflows, this chapter highlights their
potential—balanced by challenges around variability, robustness, and reproducibility. Regardless of

their ultimate role, we see this as a promising direction for future research.






Chapter 6

MeSH Term Suggestion

Boolean queries for systematic reviews often combine free-text keywords with structured vocabulary
such as Medical Subject Headings (MeSH) to improve retrieval effectiveness. MeSH is a controlled
vocabulary developed by the U.S. National Library of Medicine to conceptually index biomedical
literature in databases like PubMed. These terms act as standardised representations of medical
concepts, helping disambiguate terminology and enabling more comprehensive literature searches.
Prior research has consistently shown that incorporating MeSH terms into Boolean queries en-
hances both precision and recall, particularly in complex or domain-specific reviews. However,
constructing high-quality MeSH-enhanced queries remains a challenge: The MeSH vocabulary is
large and continually expanding—comprising over 29,640 unique terms as of 2022, the time of this
study—making it difficult even for expert information specialists to navigate effectively. PubMed
attempts to address this complexity through Automatic Term Mapping (ATM), which expands user-
supplied free-text terms by mapping them to relevant MeSH entries. While ATM has shown utility
in general-purpose search, it suffers from several known limitations: poor handling of acronyms,
inconsistent mapping of synonyms, and confusion between MeSH terms and journal names. Critically,

its effectiveness in systematic review contexts has not been systematically evaluated.

One might argue that directly generating Boolean queries using large language models (LLMs)
inherently enables MeSH term suggestion. However, as discussed in the previous chapter, LLMs
often produce invalid or nonexistent MeSH terms, which negatively impacts recall. This observation
motivates an alternative approach: rather than relying on LLMs to produce complete queries, can
we instead focus on reliably suggesting valid, high-quality MeSH terms to support human- or LLM-
assisted query construction?

This chapter investigates that question by focusing exclusively on the task of MeSH term sugges-
tion. Specifically, we explore the feasibility and effectiveness of using both lexical-based methods
and modern pre-trained language models(such as BERT, T35, and GPT-style models)to recommend
MeSH terms for use in systematic review Boolean queries. We introduce a comprehensive evaluation
framework to benchmark these approaches against manually constructed Boolean queries from pub-

lished systematic reviews. Our experiments show that transformer-based BERT variants, consistently
93
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Legend

- Free text atomic clause - MeSH term

Figure 6.1: Example query showing a Boolean Query, two Query Fragments, several Free text
atomic clauses, and a MeSH term.

./

outperform both traditional lexical methods and expert-curated MeSH selections.
Ultimately, the methods proposed in this chapter can be integrated into systematic review tools to
assist information specialists in constructing more effective, complete, and consistent Boolean queries,

while addressing key limitations observed in the prior chapter.

6.1 MeSH Term Suggestion Task and Framework

We start by formally defining the task of MeSH term suggestion in the context of Boolean query
construction for systematic reviews. The goal is to recommend appropriate MeSH terms for Boolean
queries that initially contain only free-text terms. These MeSH terms serve to enrich the query,
improving retrieval precision and consistency across biomedical databases such as PubMed.

A Boolean query can be represented as a tree structure: internal nodes correspond to Boolean
operators (e.g., AND, OR), and the leaves are atomic clauses—either free-text terms or MeSH terms.
Free-text atomic clauses typically describe key biomedical concepts such as diseases, interventions, or
population groups. We define each first-level subtree of the Boolean query (i.e., each node directly
under the root AND) as a query fragment. Each fragment typically captures one distinct component of
the overall information need [38]], and often aligns with a PICO element (i.e., Population, Intervention,

Comparison, or Outcome) [218]]. These concepts are shown in Figure



6.2. MESH TERM SUGGESTION METHODS 95
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Figure 6.2: Overview of the MeSH term suggestion procedure. Proposed methods using lexical MeSH
term retrieval or BERT MeSH term retrieval facilitate the suggestion of MeSH terms. We evaluate
each method that suggests MeSH terms in terms of (1) the ability for the suggested MeSH terms to
effectively retrieve literature for a defragmented Boolean query , (2) overlap between suggested MeSH
terms and MeSH terms included in the original query. Note that the number of MeSH terms suggested
for a fragment may be lower or higher than the number of MeSH terms in the original query.

O

The MeSH term suggestion task is then defined as follows: for each query fragment, identify a
set of relevant MeSH terms that can be appended to the fragment. In this work, we treat each query
fragment independently and suggest MeSH terms without considering dependencies across fragments.
Investigating such dependencies remains an open direction for future work. Figure |6.2| provides an
overview of the proposed framework. Starting with an input Boolean query, we apply a fragmentation
step to extract individual query fragments. To simulate a MeSH-free input, we remove any pre-existing
MeSH terms. Then, a MeSH suggestion method is applied to each fragment independently. The
resulting augmented fragments (now containing both free-text and MeSH terms) are recombined via

defragmentation, using the AND operator to reconstruct the enriched Boolean query.

6.2 MeSH Term Suggestion Methods

We propose two categories of methods for suggesting MeSH terms: Lexical methods and BERT-based
methods. Lexical methods typically rely on pre-defined term-relationship dictionaries, such as the
Unified Medical Language System (UMLS), to support MeSH term suggestion. These approaches
are commonly employed in existing systems, including PubMed’s Automatic Term Mapping (ATM).
However, a key limitation of lexical-based systems is their reliance on manually crafted rules, which are

costly to maintain and often brittle. These systems struggle with handling spelling variants, acronyms,
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and misspellings, which reduces their robustness and adaptability.

To address these limitations, we also explore methods that leverage pre-trained neural models,
specifically BERT, for MeSH term suggestion. Neural models like BERT have demonstrated resilience
to the weaknesses of lexical systems [61, 255]]. That said, BERT-based approaches introduce their
own challenges, most notably the need for large-scale annotated training data. The following sections

provide an overview of both lexical and neural approaches to MeSH term suggestion.

6.2.1 Lexical MeSH Term Suggestion

Our lexical-based methods are formulated as a pipeline of three steps: retrieval, ranking, and refinement.

The following sections provide a brief overview of each of these steps:

Retrieval

The first step in our MeSH term suggestion pipeline is the retrieval of MeSH terms. The retrieval of
MeSH terms is facilitated by three different methods:

1. ATM: The entire free-text-only query fragment is submitted to the PubMed Entrez API [203] for
automatic term mapping (ATM). This is the default system used by PubMed for automatically
adding MeSH terms to queries.

2. MetaMap: Each free-text atomic clause in a query fragment is submitted to MetaMap [14]
The results are filtered to include only those entities derived from the MeSH source. All of
the mapped MeSH terms are recorded for each of the free-text terms in a query fragment.

Additionally, the score is recorded for each MeSH term.

3. UMLS: We index UMLS [ZOEI into Elasticsearch v7.6. Each free-text atomic clause in the
query fragment with MeSH terms removed is submitted to the Elasticsearch index. The results
are filtered to include only synonyms of concepts derived from the MeSH source. Additionally,
the BM25 score is recorded for each MeSH term.

For the MetaMap and UMLS approaches, the same MeSH term may be retrieved multiple times
for a given free-text fragment. To address this, we re-score the MeSH terms using rank fusion
(CombSUM) [[70]. The intuition for this re-scoring is that frequently retrieved MeSH terms that also
obtain high scores from these retrieval methods should be scored highly overall (thus ranked higher

than common MeSH terms or highly scoring MeSH terms).

Ranking

Once MeSH terms have been retrieved, they are ranked using the entity ranking approach described

by Jimmy et al. [[111]], adapting features proposed by Balog [17]. In total, we use eleven entity features.

Version 2018 with options set to default values.
2Version 2019AB using the MRCONSO, MRDEF, MRREL, and MRSTY tables.
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Positive instances correspond to MeSH terms in the original query fragment; negative instances
correspond to MeSH terms not in the original query fragment (binary labels). With features and
instance labels, we train a learning-to-rank (LTR) model for each retrieval method.

In addition to LTR, we also investigate a rank fusion approach [/0], where we combine the
normalised MeSH term suggestion scores from each of the three methods to produce a new ranking
that incorporates the top-ranked MeSH terms from each method. The motivation is that each method
may retrieve different MeSH terms, which may be ranked differently. Therefore, we boost MeSH
terms that are retrieved and ranked highly by multiple methods.

Refinement

Finally, we seek to refine the list of suggested MeSH terms by determining an appropriate rank cut-off.
To achieve this, we use a score-based gain function that measures how much cumulative gain is

accumulated across the ranked list. Formally, the cumulative gain CG at rank p is defined as:

CG, = i score; (6.1)
i=1
where each score is calculated as 1 — normalised score, using min-max normalisation over the scores
of all suggested MeSH terms. This inverted scoring assigns lower gain values to higher-ranked terms
and higher gain values to lower-ranked terms. The result is that cumulative gain increases slowly at the
top of the ranking and more rapidly toward the bottom. This design ensures that the total cumulative
gain across the full list is bounded and can be meaningfully used to apply a cut-off.

We introduce a tunable parameter, K, for each retrieval method, which defines the percentage of
total cumulative gain permitted before truncating the list (i.e., refining the ranking). We vary k from
5% to 95% in increments of 5%. The motivation for this design becomes clear in relation to the gain
function: because the top-ranked MeSH term has the lowest (or zero) gain, it is always included in
the final suggestion list. This guarantees that at least one MeSH term is suggested for every query
fragment.

Note that multiple MeSH terms may share the same score (i.e., they may be tied). To handle this,
we adopt a conservative strategy at the cut-off boundary defined by x. Specifically, we treat all tied
MeSH terms as a single unit and include or exclude them as a group, based on whether their combined
gain causes the cumulative gain to exceed the threshold. This has the effect of assigning a larger block
of gain to tied terms. As a result, tied MeSH terms near the top of the ranking are more likely to be
included in the final list, while those near the bottom are more likely to be excluded. In essence, either

all tied MeSH terms are kept (if they appear near the top), or none are (if they appear near the bottom).

6.2.2 BERT-based MeSH Term Suggestion

Next, we extend our MeSH term suggestion methods using fine-tuned BERT-based models.
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Figure 6.3: Overview of the MeSH term suggestion for the BERT methods. Note that Fusion of MeSH
ranks may be optional in the pipeline.

Architecture

We choose BERT models pre-trained in the medical domain—BioBERT [[130]—as the backbone for
our proposed BERT-based MeSH term suggestion methods. BioBERT is a PLM pre-trained on PubMed
abstracts and PubMed Central (PMCﬂ full-text articles using the BERT training architecture [61]].
After fine-tuning, BioBERT has achieved state-of-the-art performance on many medical-related tasks,
including biomedical named entity recognition, relation extraction, and question answering [130]. We
show the architecture of our fine-tuning and inference processes in Figure [6.4]

Ideally, training data closely related to the target task should be used to fine-tune a PLM to
achieve the highest effectiveness. In our case, this suggests the use of professionally constructed
medical systematic review Boolean queries to fine-tune our model. However, PLMs are typically
data-hungry and require a large number of labelled training samples. In systematic review literature
search, even though several public datasets are available with Boolean queries—such as the CLEF TAR
collections [114,[115], the Seed Collection [258]], and the collection from Scells et al. [205]—only
253 unique topics would be available to train the model, which is an insufficient amount to effectively
fine-tune a BERT model.

Instead, we create training samples by approximating the target task using data obtained from
PubMed. We use the publicly available PubMed baseline to obtain the metadata for all published
articles up to the start of 2022.

The metadata contains information such as the title and abstract, but importantly for this work, it
also includes author-assigned keywords and the relevant MeSH terms for each article. We use the

assigned keywords and MeSH terms for every article in the PubMed dataset to approximate the task of

3PubMed Central is the repository containing full-text articles of the open-access part of the PubMed database.
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Table 6.1: Example query fragments with separation of semantic groups. In the example, ‘neonatal
sepsis’, ‘neonatal bacteremia’ and ‘neonatal infections’ are grouped to form a semantic group, while
‘death’ is another semantic group.

MeSH Removed Fragment | neonatal sepsis OR neonatal bacteremia OR neonatal infections OR death

free text atomic clauses | neonatal sepsis | neonatal bacteremia | neonatal infections | death

semantic group | neonatal sepsis, neonatal bacteremia, neonatal infections | death

MeSH term suggestion. To maximise the amount of training data, we also extract keywords from the
title (as not all PubMed articles contain keywords). To tokenise titles, we first use Gensim [121]], and
then remove stopwords using NLTK [143]].

We use Tevatron [[76]] to develop a dense retriever to suggest MeSH terms. The model is fine-tuned
with a localised contrastive loss using triples of < k ;, mj,m; >, where a is a PubMed article, &, ;
is the ith keyword in the article, m:{ are the MeSH terms for the article, and m, are ten randomly
sampled MeSH terms from the MeSH thesaurus. Many MeSH terms contain spaces or punctuation.
Our model treats each MeSH term as a unique token in the model vocabulary. Once the model is
fine-tuned, we obtain an encoding for all MeSH terms. At inference time, we create an encoding for a
keyword to obtain a score using the [CLS] token for all MeSH terms. Thus, our method scores and

ranks all MeSH terms given a keyword.

Ranking Suggestions

The goal of MeSH term suggestion is to suggest MeSH terms for each query fragment. However,

the result from the BERT suggestion method consists of a ranked list of MeSH term suggestion for
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each free text atomic clause. We need to combine the rankings for each MeSH term. We formulate
this combination task into two steps: (1) choosing how to represent a MeSH term ranking, and (2)
choosing where to cut off the ranking. We present an overview of the combination task in Figure[6.3]

First, we choose how to represent a ranking, which means deciding whether MeSH terms should
be suggested individually for every free text atomic clause, collectively for every fragment, or using
other heuristics to determine how the representation should be computed. We designed three ranking

representation methods:

1. Atomic BERT: We treat suggestions for each free text atomic clause individually, applying no

strategy to combine the suggestions.

2. Fragment BERT: We combine all MeSH term rankings for a given query fragment. We
apply rank fusion (normalised CombSUM [70]) to all of the free text atomic clauses in a query
fragment. For computational reasons, we only use the top 20 MeSH terms for each free text

atomic clause.

3. Semantic BERT: We semantically group free text atomic clauses and apply the same rank

fusion technique as above, but to each group.

We show an example of a semantic group in Table To derive semantic groups, we first take
all free text atomic clauses from the fragment and obtain word2vec embeddings for each free
text atomic clause. We then compute cosine similarities between all free text atomic clauses to
determine if they are semantically related. In our experiments, we apply a threshold of 0.7 on

the similarity ﬂ

We use a word2vec model pre-trained on PubMed and Wikipedia [[160]. There are two reasons
we use word2vec rather than BERT for semantic grouping. First, if we apply our proposed
BERT model, we note that it is fine-tuned using semantic pairs of free text atomic clauses and
MeSH terms; thus, calculating the similarity between two free text atomic clauses can result
in a model mismatch. Second, the use of an additional BERT model increases the latency of

suggestions at inference time, as each free text atomic clause would need to be encoded twice.

Second, we choose where to cut off the ranking of MeSH terms from the ranking representations.

We propose four strategies for ranking cut-off:

1. First only (FO): The first MeSH term of the ranking is selected for each ranking representation.

2. Same as free text atomic clauses (SA): The number of MeSH terms selected equals the number

of free text atomic clauses in each fragment (applicable only to Fragment BERT).

4We set the similarity threshold to 0.7 based on heuristic observations. Cosine similarities above 0.7 typically indicate
strong semantic similarity in word2vec spaces, while lower thresholds tended to group unrelated clauses during manual
inspection. Conversely, higher thresholds (e.g., above 0.8) were found to be overly restrictive, resulting in very few clause
pairs being grouped at all.
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3. Same as original (SO): The number of MeSH terms selected equals the number of MeSH terms

in the query fragment prior to MeSH removal (applicable only to Fragment BERT).

4. Linear (LN): The number of MeSH terms selected is learned using a linear function with respect

to the number of free text atomic clauses in the fragments (applicable only to Fragment BERT).

6.3 Experimental Setup

This section describes the datasets, preprocessing steps, training settings, and evaluation procedures

used to assess the effectiveness of MeSH term suggestion methods.

6.3.1 Datasets

We evaluate our methods using topics from the CLEF TAR tasks from 2017, 2018, and 2019 [113,
114, [1135]]. These datasets contain professionally constructed Boolean queries designed for systematic
review literature search. A total of 15 topics are discarded due to missing MeSH termsE| and one
additional topic is discarded due to retrieval issues caused by automatic query translation from Ovid
Medline to PubMed format [206]@ After filtering, we use 116 unique topics in total, accounting for

partial topic overlap across years.

6.3.2 Preprocessing and Query Fragment Extraction

For each topic, we automatically segment the Boolean query into query fragments using the procedure
from Scells et al. [206]. Each query fragment contains at least one MeSH term. This results in 311
unique fragments across all queries, averaging 2.68 fragments per query. We manually correct spelling,

syntax, and formatting errors in each fragment. We also extract:
* Original MeSH terms,
* Free-text keywords,
* Fragment versions with MeSH terms, and

* Fragment versions with MeSH terms removed.

6.3.3 Training Settings

Lexical Methods. For training the learning-to-rank model used in the lexical methods, we use
the training/test splits provided by the CLEF TAR datasets. The 2019 dataset is split by review

type—intervention and diagnostic test accuracy (DTA)—whereas the 2017 and 2018 datasets consist

SDiscarded topics: 2017: CD007427, CD010771, CD010772, CD010775, CD010783, CD010860, CDO11145; 2018:
CD007427, CD009263, CD009694; 2019: CD006715, CD007427, CD009263, CD009694, CD011768.
6Additional discarded topic: 2017: CD010276.
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Figure 6.5: Linear regression performed on the number of keywords (x-axis) and the number of
MeSH terms (y-axis) in query fragments for training splits of CLEF TAR 2017, 2018, 2019-dta and
2019-intervention.

entirely of DTA topics. We use the ‘quickrank library [29], with LambdaMART configured to optimise
nDCG. All other hyperparameters are kept at default values.

BERT Methods. To support the linear cut-off strategy used in the BERT-based suggestion method
(see Section[6.2.2)), we learn a dataset-specific cut-off function. For this, we extract all query fragments
from the CLEF TAR training splits, count the number of free-text atomic clauses and MeSH terms in
each fragment, and perform linear regression to fit a predictive model. The learned regression curves

are shown in Figure [6.3]

6.3.4 Evaluation

Our evaluation strategy covers both (1) the retrieval effectiveness of queries enriched with suggested

MeSH terms, and (2) the overlap between suggested MeSH terms and those originally selected by
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expert information specialists.

Retrieval Effectiveness. The ultimate goal of a systematic review search is to retrieve all relevant
documents with minimal noise. Therefore, we evaluate retrieval effectiveness using precision, recall,
and Fg (with § = {1,3}) based on the documents retrieved by executing the defragmented Boolean
queries in PubMed. We use the Entrez API to issue queries, and apply date restrictions to ensure

reproducibility, as PubMed is continually updated.

MeSH Term Overlap. In parallel, we evaluate how closely the suggested MeSH terms match those
used in the original queries. While the original terms are not necessarily optimal, they are curated by

domain experts and provide a useful reference. Overlap is computed using the Jaccard index.

Evaluation Settings. We evaluate lexical methods in two modes:
* All: All retrieved MeSH terms are included.

e Cut: MeSH terms are filtered using the score-based cut-off described in Section

We also evaluate all BERT-based suggestion methods, comparing their performance against the

original queries and lexical baselines.

6.4 Main Results

This section presents the results of our evaluation of MeSH term suggestion methods, focusing on two
core aspects: retrieval effectiveness and suggestion effectiveness. Retrieval effectiveness assesses how
well Boolean queries augmented with suggested MeSH terms perform in retrieving relevant documents
for systematic reviews. We compare both lexical-based and BERT-based approaches against the
original expert-curated queries. Suggestion effectiveness examines the quality of the suggested MeSH
terms themselves by comparing them to the MeSH terms included in the original queries. This provides
insight into how closely automated methods approximate expert selections.

The following subsections report quantitative results for both evaluation dimensions, followed by a

case study to provide qualitative insight into how suggested terms affect query formulation.

6.4.1 Retrieval Effectiveness of Suggested MeSH Terms
Lexical Methods

The results of the lexical methods are presented in Table Unrefined methods generally achieve
higher recall than their corresponding refined versions, but at the cost of lower precision. This indicates
that adding more MeSH terms to query fragments increases the number of both relevant and irrelevant

studies retrieved.
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Table 6.2: Search effectiveness of Boolean query using suggested MeSH terms evaluated by precision
(P), F1, F3 and recall (R). Lexical methods: For each method, CUT indicates cut-off ranks. BERT
methods: FO, SA, SO, LN indicate different cut-off strategies. No statistical significant differences are
detected between the ORIGINAL query and those obtained by the other methods (two-tailed t-test
with Bonferroni correction, p < 0.05).

Dataset | 2017 | 2018 | 2019-dta |  2019-intervention
Method ‘ P F1 F3 R ‘ P F1 F3 R ‘ P F1 F3 R ‘ P F1 F3 R
ORIGINAL ‘ 289 311 .440 .745 ‘ 323 576 965 .629 ‘ 227 421 738 .966 ‘ 165 212 309 471
ATM 265 262 353 549 | 317 552 .898 .190 | .113 .211 .373 916 | .156 .183 .269 .073
g ATM-CUT 316 299 404 269 | 354 .624 .033 998 | .243 .398 .637 375 | .173 .191 .288 .938
'% MetaMap 304 287 381 519 | 342 599 980 .150 | .131 .245 .433 791 | .135 218 .339 974
> MetaMap-CUT 337 312 423 .191 | 360 .633 .043 .071 | .193 .358 .625 .393 | .159 .251 .382 .83l
'c_'g UMLS 275 269 355 458 | 297 519 .847 .000 | .114 .214 384 .616 | .118 .183 .275 .998
'g UMLS-CUT 335 315 430 225 | 384 .681 .133 963 | .174 305 .508 .381 | .173 .191 .295 .638
— Fusion 218 227 300 712 | 284 .495 .800 .455| .103 .192 .342 075 | .109 .173 263 .212
Fusion-CUT 323 303 409 282 | .333 582 951 .120 | .147 269 .465 .394 | .161 .173 .262 .797
2 Atomic-BERT-FO 257 249 330 .830 | .289 488 .795 .523 | .092 .173 .310 .870 | .070 .126 .219 .587
< Semantic-BERT-FO 273 272 363 .633 | 284 .501 .820 .502 | .096 .181 .324 870 | .110 .183 .288 .483
§ Fragment-BERT-FO | .342 .324 .446 .415 | .382 .678 .132 .041 | .169 .314 .548 924 | .212 .276 .422 .106
—~ Fragment-BERT-SA | .212 .216 .284 .699 | .268 471 .772 .652 | .097 .181 .323 .357 | .076 .137 .235 .806
Eé Fragment-BERT-SO | .265 .250 .335 .593 | .328 .588 .991 .258 | .129 .243 433 987 | .176 .238 .358 .43l
/M Fragment-BERT-LN | .265 .274 .373 .615 | 318 .561 .925 .355| .112 211 .378 .969 | .105 .167 .265 .428

When evaluated using F1 and F3, the refined methods consistently outperform their unrefined
counterparts across all datasets. Specifically, U-CUT achieves the highest effectiveness on CLEF 2017
and 2018, A-CUT performs best on CLEF 2019-dta, and M-CUT achieves the highest scores on the
CLEF 2019-intervention dataset.

In terms of recall, the unrefined fusion method achieves the highest among all lexical suggestion
methods. This improvement likely results from combining all MeSH terms suggested by ATM,
MetaMap, and UMLS using logical OR, thus maximising coverage. However, this also degrades
precision, suggesting that unrefined fusion is not suitable for automatic query formulation. That said,
in a semi-automatic setting, information specialists could review and select from the suggested terms

to improve precision while retaining recall.

BERT-based Methods

We first compare the effectiveness of BERT-based suggestions with the original Boolean queries.
Across all evaluation metrics (Precision, F1, F3, and Recall), BERT methods outperform the original
queries on CLEF TAR 2017, 2018, and 2019-intervention. In contrast, performance is generally lower
for CLEF TAR 2019-dta, likely due to the small number of topics (only eight unique topics), which

limits the reliability of the evaluation.

We then compare BERT suggestions with lexical suggestions. When compared with unrefined
lexical methods, BERT suggestions achieve comparable or better results in terms of F1 and F3, with
consistent gains across all datasets. Compared to refined lexical methods, BERT suggestions perform
similarly on most datasets, but underperform on CLEF TAR 2019-dta, where refined lexical methods

achieve better overall effectiveness.
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Figure 6.6: The plot shows systematic review topics versus original query effectiveness; each bar
represents a topic. The y-axis represents the effectiveness difference between the query with the
suggested MeSH terms and the original query. Effectiveness is measured using F1.

In terms of recall, BERT suggestions slightly outperform unrefined lexical methods and substan-
tially exceed refined lexical methods.

As noted in Section unrefined lexical methods are strong in recall, while refined methods
excel in precision and F-measures. BERT-based suggestions combine the strengths of both: achieving
recall comparable to unrefined methods and F1/F3 scores similar to refined methods. This suggests that
BERT methods may offer a more balanced and effective approach to MeSH term suggestion compared

to purely lexical approaches.

Search Stability

We analyse the topic-level stability of retrieval effectiveness for MeSH term suggestion methods.
Stability refers to the variance in effectiveness across topics; lower variance implies higher stability.
Figure[6.6 shows the per-topic difference in F1 scores between the original query and the enriched
query with suggested MeSH terms. We focus on the best-performing methods for each category:
UMLS-CUT (U-CUT) for lexical and Fragment-BERT-FO (F-B-FO) for BERT-based methods. The
plots show that for most topics, both U-CUT and F-B-FO outperform or match the effectiveness of
the original query. However, a few topics show a drop in effectiveness. These cases may be due to
inherent topic difficulty or residual data quality issues, such as undetected spelling errors in free text

atomic clauses. Understanding the cause of these failures is a promising direction for future work.
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Table 6.3: Jaccard index(Jaccard) values quantifying the overlap between the MeSH terms suggsted
by the investigated methods and those in the original query, along with the average number (Num) of
MeSH term suggested by each method. In the original queries, there were on average 4.1343 MeSH
terms for 2017, 4.8333 for 2018, 4.4000 for 2019-dta, and 2.7547 for 2019-intervention. Lexical
methods: CUT indicates cut-off ranks. BERT methods: FO, SA, SO, LN indicate different cut-off
strategies. Two-tailed statistical significance (t-test, p < 0.05) with Bonferroni correction between
ATM and the other methods is indicated by .

Dataset | 2017 | 2018 | 2019-dta | 2019-intervention
Method ‘ Jaccard Num ‘ Jaccard Num ‘ Jaccard Num ‘ Jaccard  Num
ATM 0.0999 554 | 02368 6.01 | 0.2117 5.15 | 0.2356 4.89
3 ATM-CUT 0.1995* 242 | 0.1938 2.31 | 0.2004 2.05 | 0.2109 1.30
% MetaMap 0.2654* 4.69 | 02218 4.04 | 0.2163 4.80 | 0.2069 4.51
= MetaMap-CUT 0.2374* 231 | 0.1964 190 | 0.2241 2.35 | 0.1981 1.77
'S UMLS 0.2243* 893 | 0.2235 797 | 0.1905 7.70 | 0.2405 7.57
g UMLS-CUT 0.2751* 190 | 0.2424 1.86 | 0.1986 2.20 | 0.2050 1.75
—~ Fusion 0.2165* 1148 | 0.2160 1094 | 0.1735 10.50 | 0.2212 9.74
Fusion-CUT 0.2761* 278 | 02742 3.32 | 0.2508 3.10 | 0.2909 2.43

Atomic-BERT-FO 0.2532* 12.73 | 0.3105 12.26 | 0.1573 11.85 | 0.2252  13.62
< Semantic-BERT-FO | 0.2370* 11.07 | 0.2963 10.69 | 0.1654 10.75 | 0.2219  11.53
ﬁ Fragment-BERT-FO | 0.3455* 1.00 | 0.3812* 1.00 | 0.1681 1.00 | 0.2235 1.00
E Fragment-BERT-SA | 0.2233* 16.63 | 0.2639 16.49 | 0.1790 15.50 | 0.2531  17.23
m Fragment-BERT-SO | 0.3921* 4.13 | 0.4634* 4.83 | 0.2574 4.40 | 0.3301 2.75
Fragment-BERT-LN | 0.2780* 527 | 0.2689 3.78 | 0.2667 3.85 | 0.2415 3.85

i)
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Figure 6.7: Correlation between search effectiveness (F1) and overlap with original MeSH terms
(Jaccard index) for lexical-based methods.

Next, we study the overlap between the MeSH terms suggested by the evaluated methods and
those included in the original queries. This is reported in Table [6.3] using the Jaccard index as the

evaluation metric. One immediate observation is that the overlap for all BERT-based methods is
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Figure 6.8: Correlation between search effectiveness (F1) and overlap with original MeSH terms
(Jaccard index) for BERT-based methods.

considerably higher than that of lexical methods. In each dataset, the highest Jaccard index value is
consistently achieved by a BERT-based suggestion method. Notably, applying the SO cut-off strategy
to Fragment BERT yields the highest overlap across datasets, suggesting that BERT-based methods

tend to recommend MeSH terms that align closely with those chosen by systematic reviewers.

The previous results in Table @ showed that, overall, BERT methods outperform lexical methods
in terms of retrieval effectiveness, and also exceed the performance of the original queries, although the
differences are not statistically significant. Taken together with the results from Table[6.3] these findings
suggest that BERT methods not only propose MeSH terms similar to those found in expert-crafted

queries, but also identify terms that are more effective than those proposed by other methods.

To further investigate this, we analyse whether there is a correlation between retrieval effectiveness
and the extent to which suggested MeSH terms match those in the original query. This would help
determine whether the original MeSH terms should be treated as a gold standard. We again use the
Jaccard index to measure the overlap with the original query and use F1 to measure the retrieval
effectiveness of the resulting Boolean query.

Figure (Lexical) Figure [6.8] (BERT-based) and presents the results of this correlation analysis.
We find that, for all lexical methods, search effectiveness is only weakly correlated with overlap. In
contrast, this is not the case for BERT methods. This indicates that MeSH terms used in the original
queries are not necessarily optimal. In many cases, MeSH terms suggested by BERT but not present in

the original query lead to higher retrieval effectiveness. This highlights the potential of BERT-based
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models to identify novel but relevant MeSH terms that may be overlooked in expert-authored queries.

6.5 Ablation Studies

This section presents ablation experiments to better understand the components of the BERT-based
MeSH term suggestion framework, which was shown to be more effective than lexical methods in
previous evaluations. Given its high retrieval and suggestion effectiveness, we focus our ablations on
how specific design choices within the BERT framework—namely, ranking representation strategies

and cut-off strategies—influence overall performance.

6.5.1 Effect of BERT Ranking Representation Strategies

We compare different ranking representation strategies in BERT, including Atomic BERT, Semantic
BERT, and Fragment BERT. All representations are evaluated under the same cut-off strategy to ensure
fair comparison.

Among the three, Fragment BERT achieves the highest values for Precision, F1, and F3, though
it has the lowest recall. This is expected, as Fragment BERT suggests only one MeSH term per
fragment, leading to fewer retrieved documents and thus higher precision. This trade-off mirrors the
trend observed in lexical methods, where adding more MeSH terms tends to improve recall but can
reduce precision. Between Semantic BERT and Atomic BERT, the Semantic BERT strategy produces
higher precision, while recall is slightly lower than that of Atomic BERT. When evaluated using F1 or
F3, Semantic BERT consistently outperforms Atomic BERT. Therefore, we consider Semantic BERT

a better choice than Atomic BERT for ranking representation.

6.5.2 Effect of Cut-off Strategies

We evaluate four cut-off strategies for selecting MeSH terms from the BERT rankings: First Only
(FO), Same as Free text atomic clauses (SA), Same as Original (SO), and Linear (LN). Note that
these cut-off strategies are only applicable to Fragment BERT. The FO strategy consistently yields the
highest Precision, F1, and F3 across datasets, though it also results in the lowest recall. This again
confirms the trade-off between precision and recall as the number of added MeSH terms increases.
Among the other three strategies, SO and LN consistently outperform SA. This suggests that the
number of MeSH terms originally included by information specialists (SO), or those estimated by a
learned linear function (LN), more accurately reflect effective term set sizes than simply using the

number of free text atomic clauses (SA).

6.6 Case Study

Given the findings above, we next investigate the reasons behind highly effective or ineffective results.
We select two representative topics from the CLEF TAR 2019-intervention dataset: CD009642, where



6.6. CASE STUDY 109

Table 6.4: Query fragments in different methods, For Lexical methods: CUT indicates cut-off ranks
. For BERT suggestion method, A-Bindicates Atomic BERT, S-B indicates Semantic BERT, F-B
indicates Fragment BERT. In each BERT method, FO, SA, SO, LN indicates cut-off strategy used. For
each fragment, bold text means MeSH term.

Topic | CD009642
Fragments ‘ Fragment 1 Fragment 2
ORIGINAL Lidocaine OR lidocain* OR Lignocain* OR Pain OR Pain, Postoperative OR Postoperative Care OR
Xylocain* Postoperative Complications OR (post operative OR postoper-
ative) AND (pain* OR recovery)
ATM lidocain* OR Lignocain* OR Xylocain* Pain OR (post operative OR postoperative) AND (pain* OR
recovery)
ATM-CUT lidocain* OR Lignocain* OR Xylocain* Pain OR (post operative OR postoperative) AND (pain* OR
recovery)
MetaMap Lidocaine OR lidocain* OR Lignocain* OR Pain OR (post operative OR postoperative) AND (pain* OR
Xylocain* recovery)
MetaMap-CUT Lidocaine OR lidocain* OR Lignocain* OR Pain OR (post operative OR postoperative) AND (pain* OR
Xylocain* recovery)
UMLS Lidocaine OR lidocain* OR Lignocain* OR Pain OR (post operative OR postoperative) AND (pain* OR
Xylocain* recovery)
UMLS-CUT Lidocaine OR lidocain* OR Lignocain* OR Pain OR (post operative OR postoperative) AND (pain* OR
Xylocain* recovery)
Fusion Lidocaine OR lidocain* OR Lignocain* OR Pain OR (post operative OR postoperative) AND (pain* OR
Xylocain* recovery)
Fusion-CUT Lidocaine OR lidocain* OR Lignocain* OR | AND | Pain OR (post operative OR postoperative) AND (pain* OR
Xylocain* recovery)
Atomic-BERT-FO Lidocaine OR Xylans OR lidocain* OR Ligno- Postoperative Care OR Pain OR Recovery of Function OR
cain* OR Xylocain* (post operative OR postoperative) AND (pain* OR recovery)
Semantic-BERT-FO | Lidocaine OR Xylans OR lidocain* OR Ligno- Postoperative Care OR Pain OR Recovery of Function OR
cain* OR Xylocain* (post operative OR postoperative) AND (pain* OR recovery)
Fragment-BERT-FO | Lidocaine OR lidocain* OR Lignocain* OR Pain, Postoperative OR (post operative OR postoperative)
Xylocain* AND (pain* OR recovery)
Fragment-BERT-SA | Lidocaine OR Procaine OR Xylans OR lido- Pain, Postoperative OR Postoperative Care OR Postopera-
cain* OR Lignocain* OR Xylocain* tive Period OR Postoperative Complications OR (post opera-
tive OR postoperative) AND (pain* OR recovery)
Fragment-BERT-SO | Lidocaine OR lidocain* OR Lignocain* OR Pain, Postoperative OR Postoperative Care OR Postopera-
Xylocain* tive Period OR Postoperative Complications OR (post opera-
tive OR postoperative) AND (pain* OR recovery)
Fragment-BERT-LN | Lidocaine OR Procaine OR Xylans OR lido- Pain, Postoperative OR Postoperative Care OR Postopera-
cain* OR Lignocain* OR Xylocain* tive Period OR (post operative OR postoperative) AND (pain*
OR recovery)

suggestion methods outperform the original query, and CD004414, where they struggle to match its
effectiveness. Query fragments and suggested MeSH terms for these topics are shown in Tables [6.4]

and[6.5] Their corresponding search effectiveness scores are reported in Table [6.6]

First, we observe that both the suggested MeSH terms and the resulting search effectiveness are
consistent across lexical methods. One exception is UMLS for topic CD0044 14, which suggests more

MeSH terms than ATM and MetaMap, leading to a drop in effectiveness.
In contrast, MeSH terms suggested by BERT methods differ markedly from those produced by

lexical methods and the original human-constructed queries. This divergence reveals patterns that
provide insights into effective query formulation, addressing the question: what do humans miss
or eschew that language models successfully capture, and what can we learn about manual query

construction?
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Table 6.5: Query fragments in different methods, For Lexical methods: CUT indicates cut-off ranks
. For BERT suggestion method, A-Bindicates Atomic BERT, S-B indicates Semantic BERT, F-B
indicates Fragment BERT. In each BERT method, FO, SA, SO, LN indicates cut-off strategy used. For

each fragment, bold text means MeSH term.

Topic \ CD004414

Fragments ‘ Fragment 1 Fragment 2

ORIGINAL Hand OR hand* OR finger* Hand Dermatoses OR (dermat* OR eczema) AND (occupation* OR irritant*
OR palm* OR contact) AND (hand* OR finger* OR palm*)

ATM Hand OR Fingers OR hand* Fingers OR Eczema OR Hand OR Irritants OR Occupations OR (dermat*
OR finger* OR palm* OR eczema) AND (occupation* OR irritant* OR contact) AND (hand* OR

finger* OR palm*)

ATM-CUT Hand OR hand* OR finger* Fingers OR Eczema OR (dermat* OR eczema) AND (occupation*® OR irritant*
OR palm* OR contact) AND (hand* OR finger* OR palm*)

MetaMap Hand OR Fingers OR hand* Hand OR Fingers OR Eczema OR Occupations OR Irritants OR (dermat*

OR finger* OR palm*

OR eczema) AND (occupation* OR irritant* OR contact) AND (hand* OR
finger* OR palm*)

MetaMap-CUT

Hand OR hand* OR finger*
OR palm*

Hand OR Fingers OR Eczema OR (dermat* OR eczema) AND (occupation*
OR irritant* OR contact) AND (hand* OR finger* OR palm*)

UMLS Fingers OR Hand OR Palm Eczema OR Fingers OR Hand OR Dermatitis, Atopic OR Kaposi Varicelli-
Oil OR Computers, Hand- form Eruption OR Retirement OR Computers, Handheld OR Occupations
held OR hand* OR finger* OR OR Palm Oil OR Irritants OR (dermat* OR eczema) AND (occupation* OR
palm* irritant* OR contact) AND (hand* OR finger* OR palm*)

UMLS-CUT Fingers OR hand* OR finger* Eczema OR Fingers OR (dermat* OR eczema) AND (occupation*® OR irritant*
OR palm* OR contact) AND (hand* OR finger* OR palm*)

Fusion Hand OR Fingers OR Palm Eczema OR Fingers OR Hand OR Dermatitis, Atopic OR Occupations OR
Oil OR Computers, Hand- Kaposi Varicelliform Eruption OR Retirement OR Irritants OR Computers,
held OR hand* OR finger* OR AND Handheld OR Palm Oil OR (dermat* OR eczema) AND (occupation* OR
palm* irritant® OR contact) AND (hand* OR finger* OR palm*)

Fusion-CUT Hand OR hand* OR finger* Eczema OR Fingers OR Hand OR (dermat* OR eczema) AND (occupation*

OR palm*

OR irritant* OR contact) AND (hand* OR finger* OR palm*)

Atomic-BERT-FO

Hand OR Fingers OR Palm
Oil OR hand* OR finger* OR
palm*

Hand OR Eczema OR Occupations OR Dermatology OR Irritants OR
Dermatitis, Contact OR Fingers OR Palm Oil OR (dermat* OR eczema)
AND (occupation* OR irritant* OR contact) AND (hand* OR finger* OR
palm*)

Semantic-BERT-FO

Hand OR Fingers OR Palm
Oil OR hand* OR finger* OR
palm*

Dermatology OR Eczema OR Occupations OR Irritants OR Dermatitis,
Contact OR Hand OR Fingers OR Palm Oil OR (dermat* OR eczema) AND
(occupation*® OR irritant* OR contact) AND (hand* OR finger* OR palm*)

Fragment-BERT-FO

Hand OR hand* OR finger*
OR palm*

Dermatitis, Contact OR (dermat* OR eczema) AND (occupation* OR irritant*
OR contact) AND (hand* OR finger* OR palm*)

Fragment-BERT-SA

Hand OR Fingers OR Palm
Oil OR hand* OR finger* OR
palm*

Dermatitis, Contact OR Dermatitis, Allergic Contact OR Hand OR Fingers
OR Eczema OR Dermatitis, Atopic OR Patch Tests OR Skin Diseases OR
(dermat* OR eczema) AND (occupation* OR irritant* OR contact) AND (hand*
OR finger* OR palm*)

Fragment-BERT-SO

Hand OR hand* OR finger*
OR palm*

Dermatitis, Contact OR (dermat* OR eczema) AND (occupation® OR irritant*
OR contact) AND (hand* OR finger* OR palm*)

Fragment-BERT-LN

Hand OR Fingers OR Palm
Oil OR hand* OR finger* OR
palm*

Dermatitis, Contact OR Dermatitis, Allergic Contact OR Hand OR (dermat*
OR eczema) AND (occupation* OR irritant* OR contact) AND (hand* OR
finger* OR palm®*)
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BERT models capture both lexically similar terms and semantically related concepts that human
query constructors often overlook. In the first fragment of topic CD009642, while all lexical methods
suggest Lidocaine, BERT methods additionally suggest related drugs such as Procaine and Xylans—
pharmacologically related local anesthetics that the original human query did not include. This suggests
that when specifying interventions, searchers should consider the broader therapeutic class rather than
limiting queries to explicitly named substances. In CD004414, BERT suggests Patch Tests, a standard
diagnostic method for contact dermatitis that does not appear lexically in the fragment text. This
demonstrates that standard diagnostic or assessment methods associated with conditions should be
included even when not explicitly mentioned in the review protocol.

Another advantage of BERT methods is their ability to guarantee at least one MeSH term suggestion
for each query fragment. Lexical methods, in contrast, rely on rule-based knowledge bases and may
return no suggestions when exact matches are not found—tfor example, ATM produces no output
in Fragment 1 of CD009642. Across our dataset, lexical methods failed to produce suggestions for
approximately 18% of query fragments, whereas BERT methods provided suggestions for 100% of
fragments. This coverage gap partially explains BERT’s higher recall and suggests that when manually
constructing queries, searchers should systematically verify that every key concept has at least one
corresponding MeSH term.

While BERT’s semantic flexibility is often beneficial, it may also lead to suboptimal suggestions.
In CD004414, several BERT methods suggest Palm Qil and Computers, Handheld from the lexical
match to “palm*”, which are semantically incorrect interpretations when the query seeks hand anatomy,
not palm oil or handheld devices. This highlights the importance of verifying MeSH term definitions to
ensure semantic alignment with the intended concept, particularly for ambiguous terms. Additionally,
maintaining clear conceptual boundaries between different query fragments (e.g., population vs.
condition vs. intervention) helps avoid unintended Boolean interactions that reduce precision.

These observations suggest that while BERT-based suggestion tools can improve query quality,
understanding why they succeed or fail provides valuable knowledge for improving human query for-
mulation practices. Investigating how to guide BERT models to avoid semantic drift while preserving

their generalisation capabilities remains an open direction for future work.

6.7 Summary of Findings

In this Chapter, we presented the task of MeSH term suggestion in the context of systematic review
literature search—specifically, for enriching Boolean queries. This task builds upon previous works
focused on the computational assistance in creating [4, 213 214} 216] or refining [5, 9} 95, 212]
Boolean queries for systematic reviews.

We introduced two classes of methods for MeSH term suggestion: lexical-based methods and
BERT-based methods. We conducted a comprehensive evaluation of these methods, comparing the
effectiveness of automatically suggested MeSH terms with those originally selected by information

specialists. Our findings show that the MeSH terms chosen by specialists were often not the most
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Table 6.6: Search effectiveness of the Boolean queries with the suggested MeSH terms evaluated
by precision (P), F1, F3 and recall (R). For Lexical methods: CUT indicates cut-off ranks. BERT
methods: FO, SA, SO, LN indicate different cut-off strategies.

Topic ID | CD009642 | CD004414

Method P | F1 |F3  |R | P | F1 |F3  |R
ORIGINAL | 0.0088 | 0.0175 | 0.0344 | 1.0000 | 0.0013 | 0.0026 | 0.0052 | 0.6875
ATM 0.0109 | 0.0215 | 0.0421 | 0.9194 | 0.0018 | 0.0035 | 0.0070 | 0.3125
ATM-CUT 0.0109 | 0.0215 | 0.0421 | 0.9194 | 0.0020 | 0.0040 | 0.0078 | 0.3125
MetaMap 0.0109 | 0.0215 | 0.0421 | 0.9194 | 0.0018 | 0.0035 | 0.0070 | 0.3125
MetaMap-CUT 0.0109 | 0.0215 | 0.0421 | 0.9194 | 0.0014 | 0.0027 | 0.0054 | 0.3125
UMLS 0.0109 | 0.0215 | 0.0421 | 0.9194 | 0.0013 | 0.0025 | 0.0050 | 0.3125
UMLS-CUT 0.0109 | 0.0215 | 0.0421 | 0.9194 | 0.0020 | 0.0040 | 0.0078 | 0.3125
Fusion 0.0109 | 0.0215 | 0.0421 | 0.9194 | 0.0018 | 0.0035 | 0.0069 | 0.3125
Fusion-CUT 0.0109 | 0.0215 | 0.0421 | 0.9194 | 0.0014 | 0.0027 | 0.0054 | 0.3125

Atomic-BERT-FO 0.0108 | 0.0214 | 0.0418 | 0.9194 | 0.0012 | 0.0024 | 0.0048 | 0.3125
Semantic-BERT-FO | 0.0108 | 0.0214 | 0.0418 | 0.9194 | 0.0012 | 0.0024 | 0.0048 | 0.3125
Fragment-BERT-SA | 0.0259 | 0.0504 | 0.0955 | 0.9194 | 0.0012 | 0.0024 | 0.0048 | 0.3125
Fragment-BERT-SO | 0.0270 | 0.0525 | 0.0993 | 0.9194 | 0.0028 | 0.0055 | 0.0109 | 0.3125
Fragment-BERT-LN | 0.0276 | 0.0536 | 0.1013 | 0.9194 | 0.0013 | 0.0026 | 0.0052 | 0.3125

effective, and that more effective terms can often be automatically suggested using our proposed
methods.

We also observed that BERT-based methods generally achieved higher effectiveness than lexical-
based methods. This advantage is likely due to BERTs ability to capture deeper semantic relationships,
rather than relying solely on surface-level lexical similarity. These findings suggest a promising future
direction in combining lexical and BERT-based approaches, such as through hybrid architectures or
score fusion, to leverage the strengths of both. Such combinations have already shown strong potential
in related tasks like ad-hoc retrieval [119, 136/ 146, 255]].

Finally, we believe there is significant untapped potential in making better use of MeSH entity
structure. While our current methods treat MeSH terms as flat labels, the MeSH thesaurus provides
much richer information that could guide more informed and accurate suggestions. For instance, the
hierarchical structure of MeSH could help constrain suggestions to more relevant subfields, while
MeSH entity types (such as descriptors or concepts) could be used to guide model training or filter
outputs. In addition, external definitions (e.g., Wikipedia pages linked to each MeSH term) may
provide useful context for learning more semantically aware representations.

Another promising direction is to integrate our MeSH suggestion framework with the Boolean
query formulation work described in earlier chapters. There, we explored how LLLMs can automatically
generate full Boolean queries for systematic reviews. However, as noted, LLMs often introduce invalid
or non-existent MeSH terms. The methods developed in this chapter could serve as a validation or
augmentation layer—helping to correct, refine, or suggest appropriate MeSH terms within automati-
cally generated queries. In this way, MeSH term suggestion can operate as a complementary tool to

LLM-based generation, combining the strengths of large language models with domain-specific term
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grounding.
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In the previous part of this thesis, we explored how Boolean query formulation can be enhanced
using LLMs and MeSH term suggestion methods to improve retrieval effectiveness. However, even
with improved queries, the resulting document pool often includes a substantial number of irrelevant
studies that must still be manually screened. To address this, prior research has developed methods
such as screening prioritisation and relevance feedback for active learning. These techniques aim to
identify relevant studies earlier in the screening pipeline, thereby reducing manual screening effort in
multi-stage review workflows [6, 10, 50, 152, 184, 185, 128, 210, 257, 274].

In recent years, transformer-based approaches have shown strong performance in both ranking
and classification tasks [61, 73, 164]. Encoder-based models such as BERT have demonstrated clear
improvements in ranking over traditional lexical methods like BM25 [[164, 255]]. Meanwhile, decoder-
based models, or large language models (LLMs), have exhibited impressive capabilities in following
instructions and generating relevant outputs [199, 244, 2435]].

In this part, we investigate the potential of transformer-based models to optimise systematic review
screening. We focus on two complementary strategies. First, we explore encoder-based models to
enhance screening prioritisation, particularly through query-based ranking (Chapter[7). Second, we
examine the use of generative LLMs to automate inclusion and exclusion decisions in a zero-shot

setting, reducing the need for extensive labelled data (Chapter [3)).



Chapter 7

Screening Prioritisation

As a way to reduce the effort, time, and cost involved in systematic review creation, the research
community has explored the adoption of automation tools [[170]. One key task where automation
can be particularly beneficial is screening prioritisation, which involves ranking retrieved documents
by their likelihood of relevance. Effective screening prioritisation enables researchers to complete
downstream tasks earlier—such as full-text screening—by working in parallel, so that no relevant
studies are present beyond the screening cut-off. Screening Prioritisation may also support early
stopping by prioritising relevant studies near the top of the ranked list to the remaining screening
activities.

A wide range of methods have been proposed to support screening prioritisation [6} |10} 50} 52| 84,
85, 112811210, 257, 261}, 274, 2'75]. Broadly, these methods differ in the source of supervision used for
ranking. Some rely on explicit formulations of the information needs, such as review titles, Boolean
queries, or review objectives. Others use interactive learning strategies—such as active learning
or relevance feedback—based on partially labelled screening data. Notably, prior to this research,
query-driven screening prioritisation has been dominated by traditional lexical ranking techniques,
such as BM25 or query likelihood models [[180, 280]. In this chapter, we focus exclusively on neural
approaches to query-driven screening prioritisation, which remained largely underexplored before our

research.

We investigate two types of query input for this task. First, we study the use of systematic review
titles to drive ranking—an input commonly adopted in prior work [6, 10, 275]]. We examine both zero-
shot and fine-tuned encoder-based neural models, comparing their performance to traditional methods
to quantify the improvements introduced by neural techniques. These experiments are described in
Section[7.1l

Second, we address a key limitation of relying on review titles: in practice, systematic reviews
often begin with only a working title composed of a few keywords [258], and finalised titles are not
always available during early screening stages [S7, 98]. Our experiments confirm that using working
titles results in a substantial drop in prioritisation effectiveness compared to detailed final titles [83]].

Therefore, we turn our attention to Boolean queries, which are a core component of systematic review
117
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workflows and are typically available from the outset as the basis for initial retrieval. Unlike review
titles, Boolean queries are carefully constructed or iteratively refined early in the review process
We investigate whether these Boolean queries can be translated into ranking-friendly formats using
large language models (LLMs) to support screening prioritisation. This second strategy is presented in
Section

7.1 Screening Prioritisation using Review Titles

In existing systematic review datasets such as CLEF TAR, the review title is commonly used as the
query representation for ranking documents, following the standard setup adopted in prior work [6, |10,
275]]. The title typically reflects the core intent of the review topic and is often serves as a practical
and realistic query proxy for screening prioritisation, especially during the early stages of the review
process.

Building on this established setup, we investigate the use of neural ranking models to prioritise
relevant documents using only the review title as input. We evaluate both zero-shot and fine-tuned vari-
ants of pre-trained language models, comparing their performance against traditional ranking baselines
as well as the best-performing CLEF TAR submissions. Additionally, we consider different document
representation strategies—using either the title alone or a concatenation of title and abstract—to assess

the impact of input length and content on ranking effectiveness.

7.1.1 Method

We adopt a neural document reranking framework based on cross-encoder architectures, considering
two settings: (1) a zero-shot setting, where pre-trained language models are applied directly without
task-specific fine-tuning, and (2) a fine-tuned setting, where models are further trained on relevance
labels derived from existing systematic review datasets. In both settings, we examine different
document representation strategies and assess their effect on ranking effectiveness.

Following the monoBERT cross-encoder design [[164], each query-document pair is jointly encoded
to compute a scalar relevance score. Given a query ¢ (the systematic review title) and a candidate

document d, we concatenate them into a single input sequence:
Input = [CLS] ¢ [SEP] d [SEP]

This input is passed through a BERT-based encoder, and the final hidden state corresponding to the
[CLS] token is used to compute a relevance score via a linear projection.

We explore two model variants:

» Zero-shot: We evaluate five pre-trained models without task-specific fine-tuning: BERT
base [61], BERT base fine-tuned on MS MARCO [74], and three domain-specific models
trained on biomedical corpora—BioBERT [130], PubMedBERT [87]], and BlueBERT [176].

'Boolean queries do not enforce ranking of citations beyond the document coordination level. Matching is typically
based on Boolean term overlap, not a principled ranking of relevance.
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* Fine-tuned: We further fine-tune a subset of the better-performing zero-shot models using the
training splits from CLEF TAR. Fine-tuning is performed using a localised contrastive loss
applied to input triples of the form (g,d™,set(d ™)), where d™ is a relevant document and d~ is
a set of sampled non-relevant documents. We fine-tune BERT base, BERT+MSMARCO, and
BioBERT using the method of Gao et al. [74], with default hyperparameters.

To represent the document d, we concatenate the document title and abstract, separated by a [SEP]

token:

d =title [SEP] abstract

This composite representation allows the model to utilise both concise and contextual information
from the document, while respecting BERT’s maximum input length of 512 tokens. Inputs that exceed

this limit are truncated from the end of the abstract.

7.1.2 Experimental Setup

This section outlines the datasets, baseline methods, and fine-tuning details used to evaluate neural

rankers for screening prioritisation using review titles.

Dataset and Evaluation

We evaluate our models using three CLEF TAR datasets from 2017 to 2019 [113} 114} [115]. Each
dataset comprises systematic review topics with associated document pools retrieved via Boolean
queries and annotated with relevance labels.

CLEF TAR 2017 and 2018 focus exclusively on Diagnostic Test Accuracy (DTA) reviews, compris-
ing 20/30 and 50/30 training/testing topics, respectively. The 2019 dataset includes DTA, intervention,
prognosis, and qualitative topics; we use only the DTA and intervention subsets due to the lack of
training data for the other review types.

For each topic, we use the review title as the query and retrieve document metadata (title and
abstract) via PubMed using their PMIDs. We evaluate models using abstract-level relevance labels
and report standard CLEF TAR metrics: Mean Average Precision (MAP), rank of the last relevant
document (Last_Rel), Recall@1, 5, 10, 20%, and Work Saved over Sampling (WSS) at 95% and
100% [45]]. All metrics are computed using the official CLEF TAR 2018 evaluation script.

Baseline Methods

To contextualise the performance of neural rankers, we compare against traditional term-based base-
lines. These include the Query Likelihood Model (QLM) with Jelinek-Mercer smoothing [278]] and
BM25, implemented using the Gensim toolkit [193].

We also compare against the strongest known CLEF TAR runs for each dataset, obtained from

official campaign submissions. These runs serve as strong baselines or state-of-the-art references in
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the literature. Only runs that return full document rankings (i.e., no early cutoffs) are included for fair

comparison. Specifically, we use:

CLEF TAR 2017: waterloo.A-rank-normal [50]]

CLEF TAR 2018: UWB [31]

CLEF TAR 2019 DTA: Sheffield/DTA/DTA_sheffield-0dds_Ratio [

CLEF TAR 2019 Intervention: Sheffield/DTA/DTA_sheffield-Log_Likellihood [6]]

Since CLEF TAR participants were allowed to use iterative ranking (i.e., relevance feedback during
evaluation), we restrict our comparison to submissions that do not rely on such feedback, where this
information is available. Specifically, for CLEF TAR 2017 and 2018, we include non-feedback runs

identified via task overview papers:

e CLEF TAR 2017: sheffield.run4 [6]

* CLEF TAR 2018: shef-general [10]

For CLEF TAR 2019, where feedback usage could not be determined, we conservatively compare

against the top-performing run, acknowledging that it may include feedback.

Fine-tuning Details

For all fine-tuning experiments, we adopt a contrastive learning setup based on positive and negative
document triples. Each training instance consists of one relevant document (judged at the abstract
level) and nine non-relevant documents, sampled per topic. We use a batch size of 3 and fine-tune all
models using the Reranker toolkit [[74].

Models are trained for 100 epochs, with checkpoints saved every 100 steps. We report results
using the final checkpoint and also monitor convergence across earlier checkpoints. During inference,
relevance is computed by concatenating the query (e.g., reformulated Boolean query) with the document

representation (title or title+abstract), and feeding the pair into the trained model.

7.1.3 Main Results
Zero-shot Neural Rankers

Table|[/.1| presents the effectiveness of various neural models under the zero-shot setting, alongside
traditional IR baselines. BERT-M refers to the BERT base model fine-tuned on the MS MARCO
dataset

Across all evaluation metrics and datasets, the traditional baselines—BM?25 and QLM—generally

outperform the zero-shot neural rankers. Nonetheless, there are a few notable exceptions:

~We consider BERT-M as zero-shot since the fine-tuning was performed on a different dataset (MS MARCO) and for a
different task (ad hoc web search), which differs from the screening prioritisation task considered here.
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Table 7.1: Results obtained using pre-trained language models in a zero-shot setting. Statistical
significant differences (Student’s two-tailed paired t-test with Bonferonni correction, p < 0.05) between
BERT and all other methods are indicated by 7.

Dataset ~ Method | LastRel — MAP | Recall (%) | WSS (%)
| | 1 5 10 20 | 95 100

BM25 2999.70  0.14977 | 0.0931% 0.2717% 0.3851"  0.5737" | 03518  0.2520

QLM 2999.53  0.17217 | 0.10717  0.2849"7  0.40677  0.63407 | 0.3588  0.2588

2017 BERT 2898.03  0.0917 | 0.0119  0.1052 02594  0.4386 | 0.3565  0.3082
BERT-M 3161.57  0.1247 | 0.0220  0.1324 02682  0.5265 | 0.3627  0.2606
BioBERT 335827  0.0998 | 0.0301 0.1801 0.2922 04372 | 023737 0.1836"
BlueBERT 3824.477  0.03657 | 0.0001T 0.0113%  0.0349"  0.0935% | 0.02337  0.0407"
PubMedBERT | 3628.507  0.0670 | 0.0156  0.0667  0.1433" 027177 | 0.1205%  0.1018"

BM25 609520  0.16837 | 0.09727  0.2947"  0.44447  0.64417 | 04202  0.2336

QLM 5956.97  0.16607 | 0.08967 0.29047  0.4544"  0.6456" | 0.4322  0.2540

2018 BERT 6158.23  0.1249 | 0.0222  0.1348  0.2960  0.5422 | 0.4037  0.2622
BERT-M 5805.47  0.1398 | 0.0188  0.1465 02997  0.5894 | 0.4476  0.2567
BioBERT 6696.93  0.0881 0.0236  0.1526  0.2580  0.4059% | 0.1499"  0.0836"
BlueBERT 7204377 0.03297 | 0.00147  0.0093%  0.0198"  0.0493% | 0.00177 0.0193f
PubMedBERT | 6955.837  0.07007 | 0.0112  0.0636" 0.1593"  0.3138" | 0.14247  0.0883"

BM25 272275  0.1185 | 0.0479 02129  0.3290  0.5276 | 0.3138  0.2080

QLM 231825  0.1223 | 0.0644 02164 03270  0.5335 | 0.3470  0.2477

2019-dta  BERT 2513.88  0.0922 | 0.0244  0.1318  0.2381  0.3906 | 02577  0.2095
BERT-M 323375  0.0955 | 0.0105  0.0792  0.1979  0.3793 | 02629  0.1232
BioBERT 3264.00  0.0810 | 0.0160  0.1290  0.2294  0.3365 | 0.1370  0.0950
BlueBERT 3771.00  0.0688 | 0.0010  0.0256  0.0526  0.1050 | 0.0227  0.0160
PubMedBERT | 3330.25  0.1044 | 0.0335  0.1226 02144 03119 | 0.2016  0.0979

BM25 171560 02112 | 0.0968 03053  0.3989  0.5542 | 0.3510  0.2955

QLM 172405  0.2123 | 0.0981 02793 03851 05110 | 0.3397  0.2939

2019-int.  BERT 1398.55  0.1603 | 0.0536  0.2104  0.3282  0.5041 0.3624  0.3330
" BERT-M 183620  0.1769 | 0.0384  0.1951 03545 05268 | 0.3228  0.2663
BioBERT 1832.85 0.1463 0.0530  0.1346  0.1982  0.3074" | 0.1585" 0.1631F
BlueBERT 2057.00  0.0462 0.0063  0.02757  0.0513"7  0.1066" | 0.0083"  0.03617

PubMedBERT | 197425  0.0780 | 0.0124  0.0502  0.0905"7 0.2748" | 0.1207"7  0.0944F

* The BERT model outperforms the baselines in WSS @100 for all datasets except 2019-dta, in
WSS @95 for 2019-intervention, and in Last_Rel for both 2017 and 2019-intervention.

* The BERT-M model yields competitive results in WSS @95 for 2017 and 2018, and in Last_Rel
for 2018.

When comparing the different zero-shot neural models, BERT and BERT-M consistently perform
better than the domain-specific biomedical variants. Among the latter, BioBERT emerges as the most
effective, albeit still underperforming relative to BERT and BERT-M. Notably, BERT-M, despite being
fine-tuned on a large-scale web search corpus, does not show significant improvements over BERT,
suggesting limited transferability from web search to the screening prioritisation domain.

Overall, these results indicate that zero-shot neural rankers are not yet competitive with traditional
retrieval methods for this task. While pre-trained language models capture general semantic signals,
they appear to lack the task-specific alignment required for high-quality prioritisation in the systematic

review setting.
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Table 7.2: Results obtained when using pre-trained language models in the fine-tuned setting. Statistical
significant differences (Student’s two-tailed paired t-test with Bonferonni correction, p < 0.05) between
BioBERT-Tuned and all other methods are indicated by .

Dataset Method \ LastRel MAP \ Recall (%) \ WSS (%)
\ |1 5 10 20 | 9 100
BEST-No-Feedback | 2382.47  0.2179% | 0.1308  0.33257  0.4993"  0.6877" | 0.48807  0.3946"
BEST-Iterative 1469.40  0.3183 | 0.1707  0.5434  0.7322  0.8863 | 0.7009  0.6106
2017 BM25 2999.70"  0.14977 | 0.09317  02717° 038517  0.5737" | 0.3518"  0.2520"
QLM 2999.53"  0.17217 | 0.10717  0.2849T 040677  0.6340" | 0.3588"  0.2588"
BERT-Tuned 2418.83"  0.2273" | 0.10667  0.4088"  0.58887  0.7789 0.5435  0.4340"
BERT-M-Tuned 2475207 0.2770 0.1419  0.37277  0.5843"  0.7707 0.5234%  0.4187"
BioBERT-Tuned 1461.67 03078 | 0.1845  0.4903  0.6816  0.8355 | 0.6530  0.5913
BEST-No-Feedback | 5519.20  0.2584% | 0.12877  0.3827"  0.5449"  0.7295" | 0.55207 0.4314"
BEST-Iterative 2655.00 03776 | 0.1854  0.5940  0.7696  0.9149 | 0.7558  0.6104
2018 BM25 6095207 0.16837 | 0.0972F 029477 0.4444%  0.64417 | 042027 0.2336"
QLM 5956.977  0.16607 | 0.0896T 0.20047 045447  0.6456" | 0.43227  0.25407
BERT-Tuned 5581.77  0.34677 | 0.19817  0.5028" 0.67727  0.8196" | 0.6188" 0.4121F
BERT-M-Tuned 5185.50  0.33877 | 0.19347  0.4833%  0.65157  0.8265" | 0.6559  0.4815F
BioBERT-Tuned 4108.40  0.4444 | 02768  0.5975  0.7574  0.8946 | 0.7194  0.6103
BEST | 2183.50  0.2477 | 0.1685  0.4391 0.5940  0.7421 | 04899  0.3470
BM25 272275  0.11857 | 0.0479 02129  0.32907  0.5276" | 0.3138"  0.2080"
2019-dta QLM 231825  0.1223% | 0.0644 02164 032707 053357 | 0.34707 0.2477"
BERT-Tuned 1399.38  0.2234 | 0.1580  0.4390  0.6013  0.7620 | 0.5870  0.4600
BERT-M-Tuned 1178.00  0.2535 | 0.2049  0.4474  0.5904  0.7536 | 0.6151  0.4997
BioBERT-Tuned 852.75 0.3177 | 0.2604  0.4998  0.6710  0.8171 | 0.6857  0.5845
BEST 113200 029297 | 0.1655  0.41927 054247  0.7225" | 0.4582"  0.3808"
. BM25 1715.60  0.2112% | 0.09687 030537  0.3989"  0.5542F | 0.3510"7  0.2955F
2019-int. QLM 172405 021237 | 0.09817 02793 038517 051107 | 0.33977  0.2939°
BERT-Tuned 137430  0.2808" | 0.1646"  0.3736"  0.5274"  0.6586" | 0.3629"  0.30117
BERT-M-Tuned 157125  0.3343% | 0.1614 040217 056497  0.70617 | 0.44617  0.36237
BioBERT-Tuned 706.85 0.4559 | 0.2155  0.5805  0.7374  0.8417 | 0.6462  0.5794

Fine-tuned Neural Rankers

Table [/.2) presents the results of fine-tuned neural rankers using the title and abstract (TiAb) representa-
tion. We focus on the three best-performing models from the zero-shot experiments—BERT, BERT-M,
and BioBERT—as candidates for fine-tuning.

Fine-tuning leads to substantial performance improvements across all three models compared to
their zero-shot counterparts in Table This is particularly noteworthy given the limited amount of
training data available in the CLEF TAR datasets, suggesting that even small-scale supervision can

enable pre-trained models to better adapt to the screening prioritisation task.

Among the three models, BioBERT emerges as the most effective after fine-tuning, frequently
outperforming both BERT and BERT-M, despite the latter two showing stronger performance in the
zero-shot setting. This result underscores the benefit of domain-specific pre-training when combined

with task-specific fine-tuning.

Fine-tuned neural rankers also consistently outperform traditional IR baselines (BM25 and QLM)
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across all evaluation metrics and datasets. This reinforces the importance of task-adaptive training for
neural models in this context, even when only limited relevance labels are available.

We also compare against the best-performing non-feedback runs submitted to the respective
CLEF TAR tasksEI Fine-tuned models outperform these no-feedback CLEF runs in nearly all cases.
Furthermore, BioBERT achieves higher effectiveness than the best feedback-based (iterative) runs
from CLEF 2017 and 2018 on Recall@ 1%, Recall@5%, Average Precision, and WSS @ 100.

Interestingly, the performance gains of fine-tuned neural rankers are especially pronounced on
shallow metrics such as Recall@1% and Recall @5%, while the advantage narrows on deeper metrics.
This is consistent with the nature of iterative feedback-based systems, which tend to improve over time
but may initially perform poorly in early iterations. In contrast, the fine-tuned neural rankers are highly
effective at the top of the ranking from the outset, suggesting their potential integration into interactive

or active learning loops to further enhance overall screening efficiency.

7.1.4 Ablation Studies

To better understand the performance characteristics of our fine-tuned neural rankers, we conduct a
series of ablation studies. Specifically, we examine: (1) the convergence behaviour of the models
during fine-tuning, (2) the impact of different document representations (Title vs. Title+Abstract
(TiAB)), and (3) per-topic variation in effectiveness through a comparative analysis with state-of-the-art
feedback-based systems. These analyses provide deeper insights into training dynamics, representation
choices, and topic-specific strengths and weaknesses, and further clarify the conditions under which

fine-tuned neural models excel in the screening prioritisation task.

Model Convergence

We analyse the convergence behaviour of the neural rankers during fine-tuning. Figure[7.1]plots the
AP on the test sets across successive training checkpoints. The figure shows that model performance
tends to plateau after approximately 100 epochs. This observation is supported by a statistical analysis,
which found no significant differences in AP beyond this point (paired two-tailed t-test with Bonferroni
correction, p < 0.05).

Importantly, the results reported in Table [/.2|correspond to the final checkpoint (after 100 epochs)
for each model, but these are not necessarily the points of peak test performance. In several cases,
earlier checkpoints achieved slightly higher AP. This suggests that, with an effective early stopping
mechanism, even better results could be obtained. A standard approach to identifying the optimal
stopping point is to use a held-out validation set. However, the CLEF TAR datasets do not provide
validation splits, and carving out a portion of the limited training data for validation would significantly
reduce the amount of supervision available for both training and validation, potentially leading to
unreliable outcomes. As such, we opted to train on the full training set and report the final checkpoint

results for consistency and fairness in comparison.

3For CLEF 2019, it is not possible to determine whether the selected runs used feedback.
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Figure 7.1: Convergence of neural rankers during fine tuning. The y-axis reports AP measured on the
test set, while the x-axis corresponds to subsequent fine-tuning steps. AP measurements are taken
every 100 training steps. For each neural ranker, the checkpoint with the highest test AP is marked
with red .

Document Representation

We investigate the impact of document representation on the effectiveness of fine-tuned neural rankers.
Specifically, we compare two input strategies: using the document title alone (7itle) and using the title
concatenated with the abstract (TiAb)F_fI Zero-shot models are excluded from this analysis, as they did
not demonstrate competitive performance in earlier experiments.

Table [/.3| presents the comparison results. Across all CLEF TAR datasets and evaluation metrics,
using the 7iAb representation consistently outperforms the 7itle-only variant, regardless of the under-
lying pre-trained language model. The only exception is Recall@ 1% for the BERT ranker on CLEF
TAR 2017, where the difference is negligible. These findings suggest that abstracts provide critical

additional context beyond what is captured by titles alone. This highlights the importance of richer

4TiAb results here are consistent with those reported in Table
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Table 7.3: Comparison of using Title vs TiAb as document representation. Statistical significance
(Student’s two-tailed paired t-test p < 0.05) between representation of two models is indicated by .

Dataset  Method | LastRel MAP | Recall (%) \ WSS (%)
\ |1 5 10 20 | 95 100
BERT-Tuned-TiAb 2418.83  0.2273 | 0.1066  0.4088  0.5888  0.7789 | 0.5435  0.4340
BERT-Tuned-Title 3540.677 02037 | 01119 03429 048197  0.64687 | 0.2626"  0.17007
2017 BERT-M-Tuned-TiAb | 247520  0.2770 | 0.1419  0.3727  0.5843  0.7707 | 0.5234  0.4187

BERT-M-Tuned-Title 2953.47 0.22997 | 0.1082 0.3388 0.5084"  0.7027 0.43617  0.30437

BioBERT-Tuned-TiAb | 1461.67  0.3078 | 0.1845  0.4903  0.6816  0.8355 | 0.6530  0.5913
BioBERT-Tuned-Title | 2072.10"  0.27897 | 0.1565  0.4176" 0.5937"  0.7919 | 0.58767  0.4655F

BERT-Tuned-TiAb 5581.77  0.3467 | 0.1981  0.5028  0.6772  0.8196 | 0.6188  0.4121
BERT-Tuned-Title 6087.97  0.26527 | 0.1303"  0.4054" 056677  0.7328" | 0.4898"  0.3004"
2018 BERT-M-Tuned-TiAb | 5185.50  0.3387 | 0.1934  0.4833  0.6515  0.8265 | 0.6559  0.4815

BERT-M-Tuned-Title 5757777 0.26617 | 0.14667 039677  0.57387  0.75237 | 0.53337  0.3356"

BioBERT-Tuned-TiAb | 4108.40  0.4444 | 0.2768  0.5975  0.7574  0.8946 | 0.7194  0.6103
BioBERT-Tuned-Title | 4928.00"7 0.35577 | 0.1862F  0.52027  0.6952"  0.85247 | 0.6527F  0.48137

BERT-Tuned-TiAb 1399.38 0.2234 0.1580 0.4390 0.6013 0.7620 0.5870 0.4600
BERT-Tuned-Title 1597.25 0.1851 0.1436 0.3802 0.4993"  0.6708" | 0.5247 0.3892

2019-dta  BERT-M-Tuned-TiAb | 1178.00  0.2535 0.2049  0.4474  0.5904  0.7536 0.6151 0.4997
BERT-M-Tuned-Title 1798.63  0.18587 | 0.1195 032507  0.5229  0.6831 0.5136  0.3729

BioBERT-Tuned-TiAb | 852.75 0.3177 0.2604 0.4998 0.6710 0.8171 0.6857 0.5845
BioBERT-Tuned-Title 1091.00 0.25667 | 0.1834 0.4761 0.6308 0.7876 0.6244 0.5095

BERT-Tuned-TiAb 1374.30 0.2808 0.1646 0.3736 0.5274 0.6586 0.3629 0.3011
BERT-Tuned-Title 1883.85 0.2476 0.0953"  0.3231 0.4609 0.6134 0.3103 0.2763

2019-int.  BERT-M-Tuned-TiAb 1571.25 0.3343 0.1614 0.4021 0.5649 0.7061 0.4461 0.3623
BERT-M-Tuned-Title 1653.65 0.27027 | 0.10457  0.3488 0.5176 0.6891 0.3924 0.3288

BioBERT-Tuned-TiAb | 706.85 0.4559 | 02155  0.5805  0.7374  0.8417 | 0.6462  0.5794
BioBERT-Tuned-Title | 1145.50"  0.36777 | 0.1694  0.4868" 0.6447"  0.75727 | 0.52227  0.4622

document representations in neural ranking models for the screening prioritisation task.

Topic-by-Topic Analysis

Finally, we conduct a topic-by-topic comparison between the fine-tuned BioBERT ranker and the
best iterative (feedback-based) runs submitted to the CLEF TAR tasks to complement the aggregate
findings reported in Section [/.1.3| and Table While average effectiveness metrics suggest that
BioBERT performs competitively with the best iterative systems, these averages are computed over
relatively small topic sets, 30 topics each in CLEF TAR 2017 and 2018, and may be influenced by
outliers. To investigate this, we perform a detailed per-topic analysis, visualised in the gain-loss plot
shown in Figure[/.2)

The results reveal substantial variation across topics. In nearly half of the cases, BioBERT achieves
higher effectiveness than the feedback-based systems, despite not using any relevance feedback.
This suggests that, for many topics, feedback may not be strictly necessary for achieving strong
performance. Iterative methods typically depend on surfacing relevant documents early in the ranking,
which makes them sensitive to shallow metrics like Recall@1% and Precision@5. In contrast,

BioBERT demonstrates strong early-rank performance even in the absence of feedback. This is evident
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Figure 7.2: Per-topic effectiveness difference between BioBERT fine-tuned model and the best iterative
runs for in CLEF TAR 2017 and 2018 (i.e., best active learning result of the year).

from its higher Recall@1% scores on the majority of topics, while WSS @100 (a deeper metric) shows
more comparable results across systems.

These findings suggest that neural rankers such as BioBERT can provide high-quality initial
rankings and may serve as effective components in hybrid or interactive relevance feedback pipelines.
Their ability to produce strong early signals could enhance iterative methods by offering better starting

points for learning from user feedback.

7.1.5 Summary of Screening Prioritisation Using Review Titles

This section examined the effectiveness of pre-trained neural rankers for screening prioritisation when
using systematic review titles as queries, a common setting in previous screening prioritisation works.
We focused on non-iterative approaches and evaluated neural rankers in both zero-shot and fine-tuned
configurations.

Our results show that zero-shot neural rankers perform poorly in this setting. However, fine-
tuned models—trained on limited relevance data—significantly outperform traditional non-iterative
baselines and match or exceed the best iterative methods submitted to CLEF TAR. We also found
that representing documents using both title and abstract (TiAb) was essential for strong performance,

highlighting the importance of document-side richness even when the query is minimal.
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While iterative feedback systems perform well on certain topics, fine-tuned neural rankers typically
provide better early-rank effectiveness across most topics. This suggests their suitability for integration
into interactive frameworks, where early retrieval quality is critical. Recent work has explored iterative
relevance feedback with pre-trained models but suffers from high latency [275]]. Alternative feedback
methods—either based on input text (with token length constraints) or dense representations (more
scalable) [134} [172, 252]—may offer more practical paths forward. Future work should explore
adapting these strategies to cross-encoder rankers in the context of screening prioritisation.

In summary, fine-tuned neural rankers using only review titles as queries show strong potential for
improving systematic review efficiency and effectiveness, particularly when paired with rich document
representations. However, this strategy assumes access to a well-defined and finalised review title—an
assumption that often does not hold in real-world review workflows. Early-stage reviews typically
begin with only a provisional working title composed of a few keywords [258]], and finalised titles may
not yet be available [57,98]]. Our results confirm that relying solely on such titles leads to suboptimal
performance. Therefore, in the next section, we turn our attention to Boolean queries—an essential and
required component of systematic review protocols—as a more robust and informative query source

for supporting screening prioritisation.

7.2 Screening Prioritisation Using Boolean Queries

We now explore the use of Boolean queries for screening prioritisation, leveraging the structured
information typically available at the outset of systematic reviews. Although Boolean queries are
routinely used during the prior retrieval phase, their potential as input to learning-based ranking models
has received limited attention [30, (118 128,129, 260, [261]].

Despite being expressive and detailed, Boolean queries are not directly compatible with BERT-style
cross-encoder rankers. This is due to their rigid syntax, reliance on formal operators, and practical
constraints related to input length—complex Boolean queries can easily exceed the 512-token limit
imposed by these models. To overcome these limitations, we propose transforming Boolean queries
into natural language using instruction-following large language models (LLMs). Reformulating
structured queries in this way preserves their original intent while enabling integration with neural
rankers designed for natural language input.

In this section, we used the only two open-source instruction-following LLMs available at the time
of this research—OpenAI’s ChatGPT [79]E| and Stanford’s Alpaca [239E|—f0r the task of rewriting

Boolean queries into natural language. Figure[/.3|provides an overview of the proposed pipeline.

7.2.1 Method

Our approach consists of two main stages: (1) transforming Boolean queries into natural language

queries using large language models (LLMs), and (2) ranking candidate documents using a cross-

SWe used OpenAI’s GPT-3.5-turbo API with a maximum context length of 4,097 tokens.
®The model was fine-tuned using the original Stanford Alpaca setup.
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Figure 7.3: Illustration and examples of our screening prioritisation approach: Given a Boolean query,
an instruction-based LLM is prompted to generate one or more natural language queries. Then, given
a generated query and a candidate document, a neural ranker is used to predict one or more relevance
scores for the document. In the latter case, the scores are fused by addition. As a baseline for our
experiments, the score that maximises effectiveness is selected by an oracle.

encoder-based neural ranker.

Step 1: Query Generation.

The goal of this stage is to translate complex Boolean queries into natural language queries that
accurately capture the underlying information need. Boolean queries are reformulated using model-
specific prompts. Preliminary experiments revealed that Alpaca frequently outputs the original Boolean
expression when used in a zero-shot setting. To mitigate this, we fine-tuned Alpaca on a dataset of
Boolean—natural language query pairs generated by ChatGPT.

To examine how variation in LLM output affects ranking performance, we control the generation
stochasticity using the temperature parameter ¢ [[131]. Lower values (e.g., t = 0.0001) produce more
deterministic responses, while higher values yield more diverse outputs. We consider two settings:
Single-Generation, where only one query is generated per Boolean query, and Multi-Generations,

where multiple diverse queries are generated.

Step 2: Document Reranking.

Once natural language queries are produced, we rank candidate documents using a cross-encoder
neural model. The model architecture and fine-tuning setup follow those described in the previous
section on review titles. Specifically, we use a BioBERT-based cross-encoder fine-tuned with localised
contrastive loss on training triples of the form (query,d™,d ™).

Multi-Query Fusion. In the Multi-Generations setup, we generate multiple natural language queries
per Boolean query. For each query-document pair, we compute relevance scores independently and

combine them using one of two strategies:

* Fusion: Relevance scores across all queries are summed to produce a final score per document.
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* Oracle: The single ranked list with the highest mean average precision (MAP) is selected as an

upper-bound baseline.

Finally, we also experiment with combining the ranked outputs from the natural language queries
and the original Boolean query. For this, we use the CombSUM technique [70], which adds the

document relevance scores from each list to produce a final combined ranking.

7.2.2 Experimental Setup

This section describes the setup used to evaluate neural rankers for screening prioritisation using
Boolean queries reformulated via LLMs. We first introduce the datasets and evaluation metrics. We
then describe the baseline methods used for comparison, followed by details on how we fine-tune the

Alpaca model for query rewriting and the BioBERT-based ranker for document scoring.

Dataset and Evaluation

We reuse the CLEF TAR datasets and follow the same evaluation protocol as described for title-based
neural rankers in Section To broaden our analysis, we also include the Seed Collection—introduced
in this thesis and detailed in Chapter A

Like CLEF TAR, the Seed Collection includes topic-specific relevance judgments suitable for
training and evaluation. A distinctive feature is the presence of a topic “Description,” which serves
as a proxy for the working title often available at the start of a systematic review. This allows us to
assess how well Boolean queries (converted to natural language) compare to early-stage titles for
prioritisation.

Evaluation follows CLEF TAR conventions: Average Precision (AP), rank of the last relevant
document (Last_Rel), Recall@1%, 5%, 10%, and 20%, and Work Saved over Sampling (WSS) at 95%
and 100%. Metrics are computed using the official CLEF TAR 2018 evaluation script [114].

Baseline Methods

We compare our approach against several strong baselines. First, we include BM25 and QLM, as
reported in Section to maintain consistency with prior comparisons. We also benchmark against
the most effective participant runs submitted to each CLEF TAR dataset—regardless of whether they
use feedback—since earlier experiments showed that fine-tuned neural rankers already match or exceed
these systems We additionally include the CLF method [208]], which directly uses Boolean queries
for screening prioritisation. Finally, we include a neural baseline that uses the original Boolean query

directly, without LLM reformulation, to assess the added value of query rewriting.

"Specifically: sheffield.run4 for CLEF 2017 [6]; shef-general for CLEF 2018 [10]; DTA_sheffield-Odds_Ratio for
CLEF 2019-DTA; and DTA _sheffieldLog_Likelihood for CLEF 2019-Intervention [8]].
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Fine-tuning Details: the Alpaca Query Generator

To fine-tune the Alpaca model for Boolean-to-natural language query rewriting, we first generate
training data using ChatGPT in a Single-Generation setting. These ChatGPT outputs serve as gold-
standard targets. Alpaca is then fine-tuned on this data using the prompt shown in the second column
of Figure [8.1]

Given the complexity and length of Boolean queries, we simplified the input prompts for ChatGPT
and increased Alpaca’s input limit from 512 to 768 tokensﬂ The model is trained for three epochs with
batch size and gradient accumulation both set to 1, following the original Alpaca configuration [239].

At inference, the same prompt is used to convert test-set Boolean queries into natural language form.

Fine-tuning Details: Neural Ranker

The neural ranker is a BioBERT-based cross-encoder fine-tuned using the Reranker toolkit [74],
following the same procedure as in Section The only change is an increased maximum query
length—from 64 to 256 tokens—to accommodate the longer queries produced by Boolean query

reformulations.

7.2.3 Main Results

This section presents and analyses the results of our experiments. We begin by evaluating the
effectiveness of using a single LLM-generated query (Single-Generation), followed by an analysis of

multiple generated queries (Multi-Generations).

Effectiveness of Single-Generation

To understand the effectiveness of Single-Generation, Table|7.4|compares the ranking effectiveness
of the generated query to the original Boolean query, our baseline methods, and title-driven methods
(where the working title is used to rank candidate documents). We also evaluate the differences in
effectiveness of screening prioritisation between queries generated by various generation models.

Boolean vs. Generated Query: Natural language queries consistently outperform the original
Boolean queries across most datasets and metrics. The only exception is 2019-DTA under MAP,
likely due to its small topic count (eight topics), which increases sensitivity to outliers. Generated
queries perform particularly well on deeper metrics like Recall@5%, 10%, 20%, and WSS @95/100,
though performance on Recall@1% is slightly lower—suggesting better late-stage filtering but a small
trade-off in early precision. Furthermore, fusing the scores of the generated and Boolean queries
improves effectiveness further. This is especially evident on CLEF-2017, 2018, and 2019-Intervention,
confirming that combining semantic and structural signals enhances ranking performance.

Neural vs. Baselines. Neural rankers using either Boolean or generated queries outperform lexical
methods (BM25, QLM) across most settings. The only exceptions—Last_Rel on CLEF-2018 and

8This is the maximum supported with batch size 1 across three 80GB Nvidia A100 GPUs.
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Table 7.4: Evaluation results for comparing methods for Boolean-driven screening prioritisation by
generating natural language queries. We use natural language queries generated by ChatGPT and
Alpaca, and the fusions of Boolean+ChatGPT and Boolean+Alpaca. Statistical significant differences
(Student’s two-tailed paired t-test with Bonferroni correction, p < 0.05) between using the Boolean
query with the BioBERT (BERT) ranker, and other approaches are indicated by .

Dataset Query Ranker MAP Last_Rel Recall (%) WSS (%)
1% 5% 10% 20% 95% 100%
Boolean BM25 0.114* 3242.73* 0.083* 0.215* 0.324* 0.491%* 0.252%* 0.188*
Boolean QLM 0.122%* 3223.40% 0.073* 0.209* 0.325* 0.476* 0.243* 0.195*
Boolean CLF 0.217 3028.03* 0.149 0.341* 0.473* 0.671%* 0.442%* 0.327*
Best Participation Run 0.218 2382.47* 0.131 0.332% 0.499* 0.688* 0.488* 0.395%*
2017
Boolean BERT 0.278 1790.87 0.166 0.488 0.656 0.812 0.600 0.536
ChatGPT BERT 0.293 1991.17 0.150 0.476 0.643 0.801 0.590 0.501
Boolean+ChatGPT BERT 0.300* 1843.13 0.170 0.499 0.664 0.823 0.610 0.532
Alpaca BERT 0.284 1866.00 0.165 0.435 0.607 0.789 0.591 0.502
Boolean+Alpaca BERT 0.295 1759.23 0.171 0.483 0.663 0.827* 0.615 0.539
Boolean BM25 0.154%* 6033.07* 0.082* 0.242% 0.391* 0.563* 0.361%* 0.264*
Boolean QLM 0.157* 6097.13* 0.080%* 0.252% 0.380* 0.557* 0.384* 0.251%*
Boolean CLF 0.272%* 5743.27* 0.152 0.393* 0.546* 0.729* 0.552%* 0.411%*
Best Participation Run 0.258%* 5519.20 0.129%* 0.383* 0.545% 0.729* 0.552%* 0.431
2018
Boolean BERT 0.353 4830.93 0.202 0.517 0.681 0.845 0.656 0.503
ChatGPT BERT 0.381 4508.93 0.247* 0.555* 0.713* 0.865 0.692* 0.528
Boolean+ChatGPT BERT 0.386* 4603.77* 0.247* 0.551* 0.705%* 0.859%* 0.685°%* 0.537*
Alpaca BERT 0.333 4957.23 0.191 0.493 0.662 0.827 0.640 0.485
Boolean+Alpaca BERT 0.365 4628.23 0.220 0.525 0.688 0.849 0.668 0.523
Boolean BM25 0.125% 2766.88* 0.068 0.163* 0.303* 0.463* 0.299%* 0.163*
Boolean QLM 0.121* 2614.75% 0.042 0.185* 0.278* 0.432% 0.271%* 0.180*
Best Participation Run 0.248 2183.50 0.168 0.439 0.594 0.742 0.490* 0.347*
2019-dta Boolean BERT 0.272 1146.00 0.174 0.419 0.565 0.751 0.651 0.528
ChatGPT BERT 0.247 1173.25 0.183 0.454 0.594 0.757 0.660 0.528
Boolean+ChatGPT BERT 0.268 1134.38 0.183 0.446 0.584 0.755 0.665 0.545
Alpaca BERT 0.241 1217.88 0.170 0.483 0.622 0.784 0.666 0.520
Boolean+Alpaca BERT 0.251 1146.13 0.173 0.458 0.592 0.783 0.659 0.537
Boolean BM25 0.154%* 1479.45% 0.070%* 0.181* 0.264* 0.417* 0.289* 0.264*
Boolean QLM 0.148%* 1473.85% 0.041%* 0.201* 0.287* 0.450%* 0.295%* 0.252%*
Best Participation Run 0.293 1132.00 0.165 0.419 0.542 0.722 0.458 0.381%*
2019-Int. Boolean BERT 0.389 1064.30 0.195 0.458 0.619 0.733 0.557 0.499
ChatGPT BERT 0.433%* 993.30 0.217 0.487 0.654 0.788%* 0.573 0.503
Boolean+ChatGPT BERT 0.446* 975.75 0.233 0.508* 0.651* 0.789* 0.578 0.529
Alpaca BERT 0.317 1087.30 0.120 0.337* 0.510% 0.656 0.491 0.448
Boolean+Alpaca BERT 0.377 1024.70 0.169 0.460 0.616 0.730 0.551 0.504
Boolean BM25 0.087* 990.10* 0.034* 0.140* 0.249* 0.412* 0.252%* 0.253*
Boolean QLM 0.085%* 986.48* 0.018* 0.141* 0.212* 0.397* 0.254* 0.260*
Seed Working Title BERT 0.171%* 801.05%* 0.090* 0.275% 0.350* 0.562* 0.465%* 0.450%*
Collection Boolean BERT 0.199 785.90 0.085 0.248 0.412 0.600 0.481 0.467
ChatGPT BERT 0.217 727.15 0.082 0.330* 0.482% 0.670* 0.530%* 0.505
Boolean+ChatGPT BERT 0.219 744.78* 0.078 0.279 0.468* 0.677* 0.525%* 0.506*
Alpaca BERT 0.221 780.60 0.083 0.314* 0.473 0.655 0.529* 0.500
Boolean+Alpaca BERT 0.230* 765.93 0.098 0.268 0.466* 0.661%* 0.531%* 0.505*

Recall@1% on CLEF-2019-DTA—show no statistically significant difference. Compared to the CLF
method [208]], which also uses Boolean queries, our models consistently achieve higher scores, with
statistical significance in most metrics except WSS95 (CLEF-2017) and WSS100 (CLEF-2018).
Compared to the best CLEF participant runs, our methods also perform better overall. While
these runs often include richer input (e.g., final titles), our approach relies solely on Boolean queries,

highlighting the strong performance of LLM-driven query reformulation.

Boolean vs. Working Titles. Using the Seed Collection, we compare Boolean-based and working-
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Figure 7.4: Topic-by-topic variability graph for the effectiveness of the Multi-Generations setup, using
a single generated natural language query to rank documents. The coloured horizontal lines indicate
the average effectiveness of different methods (Boolean, Single-Generation, Multi-Generation Fusion,
and Multi-Generation Oracle).

title-based screening. Results show that working titles perform significantly worse—not only compared
to generated queries but also to the original Boolean queries and even BM25. This confirms that
working titles, while readily available early on, are not sufficient for effective prioritisation.

ChatGPT vs. Alpaca. ChatGPT-generated queries consistently outperform those from Alpaca
across most datasets, with a particularly large gap on CLEF-2019-Intervention. This drop in Alpaca’s
performance may stem from domain mismatch, as the model was fine-tuned primarily on DTA-style
queries. Nevertheless, fusing Alpaca-generated queries with the original Boolean queries improves
effectiveness on all datasets. In the Seed Collection, this fusion even exceeds the performance of
either source individually. These results suggest that a fine-tuned, open-source model like Alpaca can
approach the effectiveness of proprietary models like ChatGPT, provided it is trained on data from a
similar domain, while offering greater transparency and customisability.

Overall, transforming Boolean queries into natural language with LLMs improves screening
prioritisation effectiveness. Generated queries outperform both lexical baselines and direct Boolean
inputs, especially when fused. Our models also exceed prior CLEF runs, despite using fewer inputs.
While ChatGPT performs best, domain-aligned fine-tuning enables open models like Alpaca to

approach its effectiveness, offering a transparent and adaptable alternative.

Variability and Impact of Multi-Generations

Figure shows the effectiveness of multiple natural language queries generated by ChatGPT and
Alpaca, measured by MAP across topics. We observe substantial variability in effectiveness across
generated queries, consistent with findings from earlier work on user- and system-generated query
reformulation [[139, 161}, (174, 211}, 214} 215, 216}, 259, 283]]. Intervention topics exhibit the greatest
instability.
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Comparing the two models, Alpaca shows greater variance than ChatGPT on DTA topics (e.g.,
+14.3%, +7.7%, and +166% in CLEF-2017, 2018, and 2019-DTA, respectively). In contrast, for inter-
vention and unclassified topics (e.g., Seed Collection), Alpaca is more stable, showing 28.6%—-39.1%
lower variance than ChatGPT.

In terms of average effectiveness, fusing multiple generations generally improves performance over
Single-Generation, with a few exceptions (e.g., CLEF-2017 and CLEF-2019-DTA for ChatGPT, CLEF-
2019-Intervention for Alpaca). Notably, fusing Alpaca’s Multi-Generations consistently outperforms
the original Boolean query, showing the value of diversified reformulations even from smaller open
models.

Finally, Oracle selection over Multi-Generations achieves the highest effectiveness across all
settings. This highlights the potential of learning to select or weight generated queries, a promising

direction for improving screening prioritisation further.

7.2.4 Ablation Studies

To better understand why natural language queries yield higher effectiveness, and to assess the

contributions of fusion and training procedures, we conduct a series of ablation studies.

Generating Titles vs. Generating Natural Language Queries

Our first experiment tests the hypothesis that generating a natural language query from a Boolean
query is more effective than generating a systematic review title. We posit that titles often reflect only
a narrow subset of the Boolean query’s intent, and omitting key information may reduce effectiveness
in screening prioritisation. To evaluate this, we compare two approaches: (1) generating a systematic
review title from the Boolean query, and (2) generating a natural language query. For document
ranking, we train a cross-encoder BioBERT model using the training portion of each dataset, with
titles or queries as inputs.

ChatGPT is used to generate both queries and titles in a zero-shot setting. For Alpaca, we fine-tune
it on the training titles using the same settings as in Section and test on the corresponding
held-out topics.

The results, presented in Table clearly demonstrate that generating titles yields lower ef-
fectiveness than generating natural language queries, regardless of whether the generation is done
using ChatGPT or Alpaca, with the only exceptions being WSS95 on CLEF-2017 and WSS100 on
CLEF-2018 when comparing the Alpaca model. Nevertheless, titles generate using ChatGPT appears
to be significantly less effective than when generated through the Alpaca model, with most results

showing statistical significance.

Impact of Fusion

We next assess how combining the results of Boolean and generated queries affects effectiveness.

Figure compares screening performance when using Boolean queries, generated queries, and their
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Table 7.5: Results comparing the effectiveness of generating a title (Generating Title) versus generating
a natural language query (Generating Natural Query) from the Boolean query of a systematic review
for screening prioritisation. Statistical significant differences (p < 0.05) between the effectiveness of a
generated title versus a generated natural language query are indicated by .

Dataset Model Query AP WSS95 WSS100
ChatGPT Generating Natural Query 0.293  0.590 0.501
2017 ChatGPT Generating Title 0.140* 0.486* 0.396*
Alpaca Generating Natural Query 0.284  0.591 0.502
Alpaca Generating Title 0.270  0.595 0.502
ChatGPT Generating Natural Query 0.381  0.692 0.528
2018 ChatGPT Generating Title 0.277* 0.626* 0.491
Alpaca Generating Natural Query 0.333  0.640 0.485
Alpaca Generating Title 0.307  0.637 0.501
ChatGPT Generating Natural Query 0.247  0.660 0.528
. . e
2019-dta ChatGPT Generating Title 0.175  0.565 0.504
Alpaca Generating Natural Query 0.241  0.665 0.521
Alpaca Generating Title 0.164  0.544*% 0.458
ChatGPT Generating Natural Query 0.433  0.573 0.503
ChatGPT Generating Title 0.164* 0.443* 0.404
2019-Int.
Alpaca Generating Natural Query 0.317  0.491 0.448
Alpaca Generating Title 0.232  0.458 0.408
ChatGPT Generating Natural Query 0.217  0.530  0.505
. ChatGPT Generating Title 0.127* 0.494  0.490
Seed Collection
Alpaca Generating Natural Query 0.221  0.529 0.500
Alpaca Generating Title 0.164 0.432* 0.439
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Figure 7.5: Differences in AP from Boolean, Generated Query (GQ) to their fused effectiveness.
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Figure 7.6: Effectiveness when different training and inference settings are used for ranking candidate
documents using the generated natural language query from ChatGPT.

fusion.

The results indicate that the fusion, on average, consistently outperforms using the generated query
alone, but it is not always more effective than using the Boolean queries alone. The effectiveness
of Boolean queries should not be overlooked. When comparing results across the two generation
models, we observe that the effectiveness gains over Boolean queries obtained tend to be more stable
when ChatGPT is used. Using ChatGPT in query generation may thus contribute to more consistent

improvements when the results are combined with those from Boolean queries.

Training the Ranker with Single vs. Multi-Generations

In our main experiments, we train the natural language query-based ranker using Single-Generation
outputs for reproducibility, as Multi-Generation setups yield non-deterministic outputs—even with
identical prompts. However, we are also interested in understanding how using Single versus Multi-
Generations affects the performance of the trained ranker.

To investigate this, we define four training and inference strategies: Single-Train, Multi-Train,
Single-Inference, and Multi-Inference.

In Single-Train, the model is trained using a single generated query per Boolean query. In Multi-
Train, the model is trained on all generated queries for each Boolean query. In Single-Inference, we
evaluate the model using a single generated query per topic. In Multi-Inference, we use all generated
queries at test time and fuse their scores for ranking.

Using identical training parameters across all strategies, we present the screening effectiveness
of each setting with ChatGPT queries in Figure [7.6] The results show that training with multiple
queries does not consistently improve performance compared to using a single deterministic query.
The only exception is CLEF-2019-DTA. However, Multi-Inference consistently improves effectiveness,
suggesting that diversity at inference is beneficial. This likely stems from the model being exposed
to different phrasings of the same information need, which helps surface relevant documents across

varying formulations.
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By contrast, training on multiple queries may dilute learning by forcing the model to generalise over
diverse inputs for the same topic, which can lead to an averaging effect in the learned relevance patterns.
This result suggests that inference-time diversity is more impactful than training-time diversity for

improving screening effectiveness.

7.2.5 Summary of Screening Prioritisation using Boolean Queries

Our results demonstrate that transforming Boolean queries into natural language using instruction-
based LLMs significantly improves screening prioritisation performance. Below, we summarise our

key findings.

Effectiveness of Generated vs. Original Boolean Queries. Generated natural language queries
consistently outperform the original Boolean queries across datasets and metrics. This holds for
both neural rankers and the CLF model [208]], which directly uses Boolean queries. Moreover,
combining the rankings from Boolean and generated queries using CombSUM fusion yields further

gains, suggesting that these query types offer complementary signals.

Impact of Generation Models. ChatGPT-generated queries generally outperform those from Alpaca,
with the performance gap particularly large on CLEF-2019-Intervention. This may be due to Alpaca
being fine-tuned primarily on DTA-style queries, while ChatGPT, used in a zero-shot setting, is more
domain-agnostic. Despite this, Alpaca shows promise, especially when fine-tuned on in-domain data,

highlighting the potential of open-source models for transparent and customisable systems.

Effectiveness of Neural Ranking. Neural rankers consistently outperform traditional lexical methods
such as BM25 and QLM, as well as the best-performing CLEF TAR participant runs. This confirms
the robustness and general effectiveness of neural approaches for screening prioritisation, even when

limited to only the Boolean query as input.

Benefit of Multi-Generations. Generating multiple natural language queries introduces variation in
effectiveness, particularly for intervention-style topics. Alpaca shows higher variance on DTA topics
but greater stability on intervention topics. Fusion of Multi-Generations improves overall performance
compared to Single-Generation alone. Oracle results—selecting the best-performing query—suggest
that substantial gains are achievable if effective query selection strategies are employed. This opens a
path for future work on query performance prediction in systematic reviews, a largely underexplored

arca.

Comparison with Working Titles. Using a review’s working title as a query results in substantially
lower effectiveness compared to using a generated query derived from its Boolean counterpart. While

prior work using final review titles showed strong results, our findings reveal that early-stage titles
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lack sufficient detail. This highlights the importance of using richer query representations, such as

LLM-generated queries from Boolean expressions, when operating at the point of initial screening.

Overall Findings. This section uses Boolean queries as a practical and underutilised input for
screening prioritisation. Unlike final review titles, which are investigated in Section and used in
prior works and alre but only available retrospectively—Boolean queries are typically crafted at the
start of systematic reviews and thus represent a realistic signal for ranking candidate studies. While
their formal structure and length make them unsuitable for direct use in BERT-style rankers, we show
that instruction-tuned LLMs can reformulate them into effective natural language queries.

Our experiments demonstrate that these generated queries consistently outperform traditional
lexical baselines, direct use of Boolean syntax, and even CLEF participant runs that rely on additional
inputs. Despite being open-domain, ChatGPT produces highly effective reformulations, and fine-tuned
open models like Alpaca approach its performance when trained on domain-specific data. Additionally,
combining generated queries with their original Boolean forms further boosts ranking effectiveness,
revealing complementary strengths.

In summary, we present a practical and effective approach to screening prioritisation by transform-
ing structured Boolean queries (available at the time of screening) into neural-compatible inputs. Our
findings show that Boolean queries, when reformulated using instruction-based models, can match or

even surpass the effectiveness of using final review titles for screening prioritisation.

7.3 Summary of Findings

This chapter investigated neural approaches to screening prioritisation in systematic reviews, focusing
on two widely used but underexplored sources of input queries: systematic review titles and Boolean
queries. In the first part, we evaluated neural rankers using review titles as queries, including both
zero-shot and fine-tuned encoder-based models. In the second part, we addressed the limitations
of relying on finalised review titles—often unavailable at the outset—and instead explored using
Boolean queries, which are typically constructed early in the review process. Across both settings, we
conducted extensive experiments on CLEF TAR datasets and the Seed Collection.

To make Boolean queries compatible with neural ranking models, we proposed transforming
them into natural language using instruction-following large language models. We implemented
and evaluated this pipeline using both proprietary (ChatGPT) and open-source (Alpaca) LLMs. The
resulting queries were used to train fine-tuned BioBERT-based cross-encoders for document ranking.
We further investigated the impact of rank fusion, multiple generations, and model configuration
choices through ablation studies.

Our findings show that fine-tuned neural rankers significantly outperform lexical baselines and
previous CLEF shared task submissions. Review titles yield strong performance, but only when
finalised versions are available; working titles are substantially less effective. In contrast, Boolean

queries, when reformulated into natural language using LLMs, provide a practical and highly effective
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alternative. ChatGPT-generated queries offer the best results overall, but Alpaca can achieve compet-
itive performance with domain-specific fine-tuning. Combining Boolean and generated queries via
fusion consistently improves ranking, and multi-generation strategies further enhance robustness and
effectiveness.

While screening prioritisation aims to surface relevant documents earlier in the ranking, it does not
eliminate the need for manual screening of the full candidate pool. In the next chapter, we investigate
whether large language models can go a step further—by automatically making inclusion and exclusion
decisions in a zero-shot setting. This explores the potential of LLMs to support or partially automate

the screening process itself, beyond prioritisation.



Chapter 8

Automatic Screening Using Large Language
Models

While we focused on prioritising documents for manual review in previous chapter, this chapter
explores a more ambitious goal: automating the screening process itself using large language models
(LLMs). Specifically, we investigate whether modern generative LLMs can be used to make inclusion
or exclusion decisions directly, potentially reducing the human effort required during the systematic
review screening stage.

We focus on a zero-shot setting, where LLLMs are prompted to follow simple inclusion instructions
without any task-specific fine-tuning. This approach is attractive for its practicality and generalisability:
it eliminates the need for annotated training data, which is often expensive and time-consuming to
obtain in systematic reviews, and enables immediate deployment across diverse review topics without
retraining. By relying solely on model prompting and token-level likelihoods, this method takes
advantage of the instruction-following capabilities of modern LLMs while avoiding the overhead of
supervised learning. Our method formulates the classification decision by prompting the model with
an inclusion/exclusion instruction and computing the likelihood of specific target tokens (e.g., yes vs.
no) to determine inclusion. This decision-making process is lightweight and model-agnostic, requiring
no gradient updates or modification to the underlying LLM.

We examine two versions of this method: an uncalibrated classifier, which selects the more
probable label token, and a calibrated variant, which introduces a threshold hyperparameter 6 based
on the difference in token likelihoods. This threshold can be estimated using a small set of labelled

documents or derived from previous reviews.

8.1 Method of Automatic Document Screening Using LLLMs

Our framework for automatic document screening uses generative LLMs to determine whether a
candidate document should be included in a systematic review. As shown in we model this

task as a binary classification function I(d,7) : D x T — {0, 1}, where d € D is a document and ¢ € T is
139
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Figure 8.1: Our framework for automatic document screening using generative LLMs. P(yes|d,t)
(P(nold,t)) is the likelihood of the yes (no) token in the next token probability list, and 0 is the
decision boundary(threshold) used by the calibrated setting.

a review topic. A value of I(d,t) = 1 indicates inclusion, and 0 indicates exclusion. The classification
decision is computed based on the output probabilities returned by the LLM when prompted with
information about the topic ¢ and document d.

We investigate two variants of this decision function: an uncalibrated version, which uses direct
token likelihood comparison, and a calibrated version, which introduces a learned threshold to control

the inclusion decision.

8.1.1 Uncalibrated Screening

The uncalibrated approach assumes that the LLM can directly estimate the inclusion decision from a
simple prompt. Given a prompt constructed from the topic and the document content, we compute the
conditional probabilities P(yes|d,t) and P(nol|d,t), corresponding to whether the document should be
included.

The inclusion decision is based on whichever token has higher probability:

1, if P(yesl|d,t) > P(no|d,t)

I(d,t) =
0, otherwise.

To make inference deterministic and efficient, we do not generate free-text outputs. Instead, we

extract only the next-token probabilities from the model and use them to make the binary decision.

8.1.2 Calibrated Screening

While the uncalibrated method makes decisions based on a simple comparison of token likelihoods,
it does not account for differences in model behaviour. Some LLMs may be biased toward inclu-
sion—frequently predicting yes—while others may be overly conservative and favour no. These

tendencies can lead to systematic errors, especially in imbalanced settings like systematic review
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screening where recall is critical. To address this, we introduce a calibrated variant of the classifier
that learns a decision threshold based on likelihood differences and normalisation.
We begin by defining a confidence score S(d, ) as the difference between the likelihoods of the

two label tokens:
P(yesl|d,t) — P(no|d,t), if P(yes|d,t) > P(nold,1)

S(d,t) =
0, otherwise.

Because these raw scores vary across topics and document sets, we apply min-max normalisation

within each topic to rescale scores between 0 and 1:
S(d,t) — minS(d;,1)

d;eD
glélgS(d,-, t)— (rl?eigS(d,-, t)

Snorm(dat) =

Next, we learn a threshold 0 from training data that ensures a minimum desired recall level (e.g.,
95%). A document is classified as included if its normalised score exceeds this threshold:
1d.1) = 1, if Shorm(d,z) > 6
0, otherwise.
This calibrated approach has two key advantages. First, it explicitly optimises for high recall,
which is essential in systematic reviews to ensure comprehensive coverage of relevant studies. Second,
it adjusts for systematic biases in different LLMs (whether they lean toward over-inclusion or under-

inclusion) allowing for more reliable and tunable decision boundaries across topics and models.

8.1.3 [Ensembling Screening Methods

To improve classification stability and reduce model-specific bias, we investigate an ensemble strategy
that combines outputs from multiple screening methods. Specifically, we fuse the predictions from the
two strongest zero-shot LLMs and a BERT-based classifier using CombSUM [124]], which aggregates
scores from each model to make a joint decision.

The motivation behind ensembling is to improve screening accuracy by aggregating decision
signals from multiple models. Rather than relying on a single model’s judgment, which may be brittle
or suboptimal on certain topics. In the context of systematic reviews, correctness is important—errors
in inclusion or exclusion can compromise the review’s validity. By fusing scores from multiple models,
we aim to reinforce correct predictions and suppress inconsistent ones. Although this approach may
increase computational cost, the added expense is negligible compared to the cost of manual expert

screening, making it a practical and effective strategy for improving overall decision quality.

Uncalibrated Ensemble. For uncalibrated models, we sum the token likelihoods from each method.
The final inclusion decision is made by comparing the aggregated scores for yes and no tokens:

I, if Y Pulyes|d,t)> Y  Pu(nold,t)
I (d ’t> = m&Methods mcMethods

0, otherwise.
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Calibrated Ensemble. For calibrated models, we first compute the normalised confidence score

Snorm from each method. These scores are then summed and compared against a learned threshold 6:

L, if Y Swomm(d,t) >0
I(d, t) = me&Methods

0, otherwise.

This approach allows the system to incorporate diverse decision signals and reduce sensitivity to
any single model’s output distribution. In scenarios where models exhibit varying recall or precision

tendencies, the ensemble provides a more balanced decision mechanism.

8.2 Experimental Setup

8.2.1 Considered L1L.Ms

We evaluate a diverse set of zero-shot generative LLMs available at the time of conducting this research.
These models vary in architecture, training scale, and fine-tuning approach. Our goal is to compare
their effectiveness in automatic systematic review screening under consistent conditions.

Model Families: The considered models belong to several prominent open-source families:

* LlaMa and LlaMa2: Decoder-only transformers trained on 1.4T-2T tokens [244, 245]], with
LlaMa?2 incorporating improvements in stability and instruction tuning through techniques like
RLHF and Ghost Attention.

* Alpaca: A 7B LlaMa-derived model fine-tuned using the self-instruct method with prompts
from text-davinci-003 [239, 272].

* Guanaco: LlaMa variants fine-tuned via QLoRA on OpenAssistant data (OASST1), offering

memory efficiency while retaining strong benchmark performance [123]].

¢ Falcon: Falcon-7B-Instruct is trained on 1.5T tokens from RefinedWeb and further tuned for

assistant-like behaviour [175]].

Selected Models: We evaluate eight models, summarised in Table We adopt shortened names
for clarity, with instruction-tuned variants suffixed by -ins. To ensure fairness, we standardise the
maximum input length to 2048 tokens for all models. For models with originally trained lower or
higher context limits (e.g., Alpaca: 512, LlaMa2: 4096), truncation or padding is applied accordingly.

Commercial Model Exclusion: Due to cost constraints, we exclude commercial models such as
ChatGPT. Estimated usage costs range from USD $4,000 (GPT-3.5-turbo) to USD $80,000 (GPT-4),
making open-source alternatives significantly more viable for large-scale evaluation.

Prompts used for each model are detailed in Table [8.2]
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Table 8.1: Evaluated LLMs, their short names, and prompt length limits (tokens).

Short Name Original Model Name Prompt Length Limit
LlaMa-7b LlaMa-7B [ 2048

LlaMa2-7b meta-llama/Llama-2-7b-hf 4096

LlaMa2-13b meta-llama/L.lama-2-13b-hf 4096

Alpaca-7b-ins tatsu-lab/alpaca-7b-wdiff 512

Guanaco-7b-ins timdettmers/guanaco-7b 2048

Falcon-7b-ins tituae/falcon-7b-instruct 2048

LlaMa2-7b-ins meta-llama/Llama-2-7b-chat-hf 4096

LlaMa2-13b-ins meta-llama/Llama-2-13b-chat-hf 4096

Table 8.2: Input types and prompts designed for each model. Italicised text indicates placeholders
replaced with actual content.

Model | Prompt
Below is an instruction that describes a task, paired with an input that provides
Alpaca further context. Write response that appropriately completes the request. ###

Instruction: Answer ‘yes’ or ‘no’ to Judge if the following retrieved study should
be included by the systematic review? ### Input: Review: review_title Study:
candidate_document ### Response:

Answer ‘yes’ or ‘no’ to Judge if the following retrieved study should be included
All Other Models | by the systematic review? Review: review_title Study: candidate_document
The answer is

8.2.2 Dataset and Evaluation

We evaluate our approach on the CLEF TAR datasets and the Seed Collection, both of which were
introduced earlier in the thesis.

From CLEF TAR [113,114}[115], we use all 128 topics: 88 Diagnostic Test Accuracy (DTA) and
40 Intervention topics released between 2017 and 2019. These datasets contain approximately 600,000
relevance judgments. We ignore the standard train-test splits and evaluate zero-shot performance on
all topics. Each topic includes a review title, protocol, and binary inclusion labels. From the Seed
Collection [258], we use 38 of the 39 topics (excluding topic 18, which has no relevant retrieved
documents). The dataset includes over 50,000 candidate documents and around 2,300 relevance
judgments. Evaluation is restricted to retrieved candidate sets; relevant documents outside this pool
are excluded.

For evaluation, we adopt standard set-based metrics: precision, recall, and F-3, which emphasises
recall over precision. We also report balanced accuracy (B-AC), well-suited for highly imbalanced

settings like systematic review screening. It is defined as:

B-ACzl( b + N )

2\TP+FN TN+FP

We also report the success rate—the proportion of topics achieving a minimum recall of 0.95. This

threshold is commonly used in systematic review automation [24} 27, 156], as systems falling below
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this level are typically considered inadequate.

Finally, we quantify efficiency using Work Saved over Sampling at a fixed recall level (WSS) [45]:

8.2.3 Baseline Methods

We compare the zero-shot LLMs against the BioBERT-based reranker introduced in Chapter
BioBERT is a BERT-based model pre-trained on large-scale biomedical corpora, making it well-suited
for health-related tasks, including systematic review screening.

While the original BioBERT reranker was used for screening prioritisation (therefore ranking), we
adapt it here for binary classification. Specifically, we use classification head with a sigmoid activation
is used to produce an inclusion probability for the document. In the uncalibrated setting, we apply a

fixed threshold of 0.5: a document is included if the model output is > 0.5, and excluded otherwise.

8.2.4 Threshold Setting

For the calibrated setting, the decision threshold 8 must be estimated. We consider two strategies:

1. Extrapolation from Other Topics: We perform a leave-one-out procedure across all topics in
the dataset. For each held-out topic, we compute 6 as the median normalised score of documents
that meet the desired recall (e.g., 0.95) across the remaining topics. This threshold is then applied
to the held-out topic. Importantly, this procedure uses cross-validation only to determine 6—the
LLMs remain zero-shot and are not fine-tuned. While this approach assumes access to relevance

labels for calibration, it avoids the computational cost of training the models themselves.

2. Calibration with Seed Studies: We apply the uncalibrated LLM to a set of seed studies
(documents typically identified before screening begins.) If any seed study receives a score
below the initial threshold, 0 is lowered to the minimum seed score, ensuring all seed studies are
classified as included. This aims to safeguard recall. We test both 0.95 and 1.0 as target recall

levels, in line with common practice in systematic reviews.

8.3 Main Results

We structure our analysis with respect to four dimensions: (1) Impact of model architecture and size,
(2) Impact of instruction-based fine-tuning, (3) Effect of calibration, (4) Effect of model ensembling;
finally, we also compare our approach with current state-of-the-art fine-tuned LLMs for automated

screening.

Impact of Model Architecture and Size

Table [8.3]and Table [8.4] demostrate uncalibrated screening performance across different LLM architec-

tures and model sizes.
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Table 8.3: Comparison of uncalibrated results for DTA reviews (including datasets: CLEF-2017, CLEF-
2018 CLEF-2019-dta) between baseline method and generative large language models. Statistical
significance, determined by a Student’s two-tailed paired t-test with Bonferroni correction (p < 0.05),
between the top-performing method LlaMaZ2-7b-ins and others is marked by *.

Model | P R B-AC F-3  Success WSS
BioBERT | 0.06  0.95% 0.61* 030 0.74*  0.26*
LlaMa-7b 0.04% 0.92* 0.48* 0.24* 046*  0.03*
LlaMa2-7b 0.07  0.50* 0.60* 0.23* 0.02*  0.70%

LlaMa2-13b 0.04* 1.00* 0.50* 0.25* 0.98%* 0.00*

CLEF-2017 Falcon-7b-ins | 0.05% 0.92% 0.52% 025% 044  0.12%
Alpaca-Tb-ins | 0.04% 0.92% 051% 025% 038  0.11%
LlaMa2-7b-ins | 0.08 087 072 035 026 056
LlaMa2-13b-ins | 0.19% 041*% 0.66* 031 0.04*  0.91*
Guanaco-7b-ins | 0.04* 1.00* 0.50* 0.25* 1.00%* 0.00*
BioBERT 1006 097¢ 059 09  087*  0.19%
LlaMa-7b 0.05% 092% 048*% 025% 033  0.04*
LlaMa2-7b 007 049% 059% 022% 003*  0.69%
LlaMa2-13b | 0.05% 1.00%* 0.50* 026 100*  0.00%

CLEF-2018

Falcon-7b-ins 0.05* 0.92 0.51* 0.25* 0.40 0.11%*
Alpaca-7b-ins 0.05* 091 0.51* 0.25* 0.30 0.11%*
LlaMa2-7b-ins | 0.09 088 0.75 037 0.27 0.59

LlaMa2-13b-ins | 0.26* 0.36* 0.66* 0.30 0.00* 0.94*
Guanaco-7b-ins | 0.05* 1.00* 0.50* 0.26 1.00%* 0.00*

BioBERT \ 0.07 099 058 030 0.88 0.18%*
LlaMa-7b 0.07 093 048* 0.27 0.25 0.03*
LlaMa2-7b 0.08 0.48* 0.58* 0.23 0.00%* 0.68

LlaMa2-13b 0.07 1.00 0.50* 0.28 1.00 0.00*
Falcon-7b-ins 0.07 095 0.54* 029 0.50 0.12*
Alpaca-7b-ins 0.07 091 0.52* 0.28 0.25 0.12%*
LlaMa2-7b-ins | 0.09 092 0.71 035 0.62 0.49

LlaMa2-13b-ins | 0.19 0.49* 0.69 032 0.00* 0.87*
Guanaco-7b-ins | 0.07 1.00 0.50* 0.28 1.00 0.00*

CLEF-2019-dta

For model architecture, we compare four models: Falcon-7b-ins, Alpaca-7b-ins, LlaMa2-7b-ins
and Guanaco-2-7b-ins — all of which have the same number of parameters. The results indicate that
LlaMa?2-7b-ins is the most effective for the task, outperforming the others across all evaluation metrics
except recall and success rate. Specifically, this model obtained a high WSS while incurring only a
marginal drop in recall: a significant loss was observed only on CLEF-2017. Concerning success
rate, LlaMa2-7b-ins exhibited comparable performance to its counterparts, showing no statistically

significant differences.

For model size, we consider two variants of the LlaMa2-ins architecture: one with 7 billion



146 CHAPTER 8. AUTOMATIC SCREENING USING LARGE LANGUAGE MODELS

Table 8.4: Comparison of uncalibrated results for Intervension reviews (including datasets: CLEF-2019-
Int and Seed Collection) between baseline method and generative large language models. Statistical
significance, determined by a Student’s two-tailed paired t-test with Bonferroni correction (p < 0.05),
between the top-performing method LlaMaZ2-7b-ins and others is marked by *.

Model P R B-AC F-3  Success WSS
BioBERT | 0.10  0.98* 0.58* 032 0.90%  0.16*
LlaMa-7b 0.05* 0.86 047* 026 030  0.08*
LlaMa2-7b 0.08 0.30* 0.55* 0.18% 0.05*  0.80*

LlaMa2-13b 0.05 1.00* 0.50* 0.29 0.97* 0.00%*
Falcon-7b-ins 0.05 091 0.50* 027 0.57 0.09*
Alpaca-7b-ins 0.05 0.87 049 027 0.30 0.12*
LlaMa2-7b-ins | 0.08 0.90 0.70 035 042 0.48

LlaMa2-13b-ins | 0.17* 0.45* 0.67 033  0.05*% 0.87*
Guanaco-7b-ins | 0.05  1.00* 0.50* 0.29 1.00* 0.00%*

CLEF-2019-Int

BioBERT ‘ 0.04 093 054 024 0.77* 0.16%*
LlaMa-7b 0.04 089 048* 0.21 0.56 0.07*
LlaMa2-7b 0.04 0.29* 0.53* 0.15% 0.03* 0.78%*

LlaMa2-13b 0.04 1.00* 0.50* 023 1.00*% 0.00*
Falcon-7b-ins 004 093 0.50* 022 0.69 0.07*
Alpaca-7b-ins 004 090 0.50* 0.22 049 0.10%*
LlaMa2-7b-ins | 0.05 090 0.66 027 0.54 0.40

LlaMa2-13b-ins | 0.13* 0.48* 0.67 0.28 0.05* 0.85*
Guanaco-7b-ins | 0.04  1.00* 0.50* 0.23 1.00* 0.00*

Seed Collection

parameters (LlaMa2-7b-ins) and another with 13 billion parameters (LlaMa2-13b-ins). Our findings
suggest a trade-off between recall and WSS. Specifically, the 7-billion parameter variant obtains
significantly higher recall, but this comes at the expense of reduced savings, evidenced by significantly
lower WSS. Regarding B-AC, LlaMa2-7b-ins generally outperforms its larger counterpart across
multiple datasets, except for the Seed Collection. Statistically significant differences in B-AC were
only noted for CLEF-2017 and CLEF-2018.

Effect of Instruction-Based Fine-Tuning

Again at Table [8.3] and Table [8.4] we present comparisons between instruction-fine-tuned models
and their base counterparts: LlaMa2-7b-ins vs. LlaMa2-7b, LlaMa2-13b-ins vs. LlaMa2-13b, and
Alpaca-7b-ins vs. LlaMa-7b. Across all cases, fine-tuning yields significant improvements in B-AC.
However, the impact on other metrics varies. For LlaMa-7b and LlaMaZ2-13b, fine-tuning improves
WSS but reduces recall. In contrast, LlaMa2-7b-ins achieves higher recall, success rate, and F3,
albeit with lower WSS. The F3 improvement is not statistically significant for CLEF-2019-dta. We
also evaluated Guanaco-7b-ins, a QLoRA fine-tuned variant. Although it shows higher B-AC than
LlaMa-7b, it assigns all candidate documents as relevant, making it unsuitable for systematic review
screening in practice.

Overall, instruction-based fine-tuning generally enhances screening accuracy, though the specific
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Table 8.5: Comparison between the Calibrated (Cal) and Uncalibrated (Unc) approaches using the
BioBERT model, LlaMa2-7b-ins mode, the LL1laMa2-13b-ins model and the Ensemble of the three
models for DTA reviews (including datasets: CLEF-2017, CLEF-2018 CLEF-2019-dta). The calibrated
method’s number or character in the bracket () denotes the pre-set target recall (0.95 & 1) or using seed
documents (S). Statistical significance for each generative model across different datasets is assessed
using a Student’s two-tailed paired t-test with a Bonferroni correction (p < 0.05) with respect to the
uncalibrated approach, denoted by *. The highest evaluated scores for each dataset are bolded.

Model Setting | P R B-AC F-3 Success WSS
Unc 0.06 0.95 0.61 0.30 0.74 0.26
BioBERT Cal(0.95) | 0.06 0.92 0.64 0.31 0.50* 0.34*
Cal(1) 0.06 0.97 0.60 0.29 0.82 0.23
Unc 0.08 0.87 0.72 0.35 0.26 0.56
~ Llama2-7b-ins Cal(0.95) | 0.06* 0.92* 0.69* 0.32 0.52 0.44
= Cal(1) 0.05* 0.99* 0.60* 0.28 0.96 0.20
&
E—} Unc 0.19 0.41 0.66 0.31 0.04 0.91
— Llama2-13b-ins  Cal(0.95) | 0.06* 0.93 0.59*  0.28 0.50* 0.25%
© Cal(1) 0.05*  0.98 0.53*  0.26 0.88* 0.08%*
Unc 0.31 0.13 0.56 0.13 0.00 0.98
Ensemb Cal(0.95) | 0.08 0.93*  0.72 0.35* 0.52* 0.50*
Cal(1) 0.06 0.97*  0.63 0.30 0.90* 0.29%
Unc 0.06 0.97 0.59 0.29 0.87 0.19
BioBERT Cal(0.95) | 0.07 0.91* 0.63 0.30 0.57* 0.33*
Cal(1) 0.06 0.97 0.59 0.29 0.87 0.21
Unc 0.09 0.88 0.75 0.37 0.27 0.59
. Llama2-7b-ins Cal(0.95) | 0.08* 0.94* 0.71* 0.35* 0.50 0.46
S Cal(1) 0.06* 0.99* 0.62* 0.30 1.00 0.24
&
ETJL Unc 0.26 0.36 0.66 0.30 0.00 0.94
— Llama2-13b-ins  Cal(0.95) | 0.06 0.94*  0.59* 0.29 0.47* 0.22%
© Cal(1) 0.05 0.97 0.53*  0.27 0.80* 0.08*
Unc 0.35 0.12 0.54 0.12 0.00 0.95
Ensemb Cal(0.95) | 0.09* 0.94* 0.75 0.38* 0.50* 0.54*
Cal(1) 0.06 0.99*  0.64 0.32*  0.93* 0.28%
Unc 0.07 0.99 0.58 0.30 0.88 0.18
BioBERT Cal(0.95) | 0.08 0.89 0.59 0.26 0.50 0.27
Cal(1) 0.08 0.91 0.59 0.27 0.62 0.25
Unc 0.09 0.92 0.71 0.35 0.62 0.49
g Llama2-7b-ins Cal(0.95) | 0.10* 0.91* 0.71* 0.34 0.50 0.50
51"\ Cal(1) 0.08* 0.97* 0.66 0.32 0.75 0.34
8. Unc 0.19 0.49 0.69 0.32 0.00 0.87
% Llama2-13b-ins  Cal(0.95) | 0.08 0.95 0.56 0.29 0.50* 0.16*
d Cal(1) 0.07 0.99 0.51 0.28 0.88* 0.03*
Unc 0.31 0.21 0.59 0.19 0.00 0.96
Ensemb Cal(0.95) | 0.10 0.91 0.73 0.34*  0.50* 0.52%
Cal(1) 0.09*  0.99 0.64 0.32*  1.00* 0.28%

trade-offs (between recall and screening efficiency) depend on the underlying architecture. QLoRA-

based fine-tuning, however, does not appear effective for this task.



148 CHAPTER 8. AUTOMATIC SCREENING USING LARGE LANGUAGE MODELS

Table 8.6: Comparison between the Calibrated (Cal) and Uncalibrated (Unc) approaches using the
BioBERT model, LLlaMa2-7b-ins model, the LLlaMa2-13b-ins model and the Ensemble of the three
models for Intervension reviews (including datasets: CLEF-2019-Int and Seed Collection). The
calibrated method’s number or character in the bracket () denotes the pre-set target recall (0.95 & 1) or
using seed documents (S). Statistical significance for each generative model across different datasets is
assessed using a Student’s two-tailed paired t-test with a Bonferroni correction (p < 0.05) with respect
to the uncalibrated approach, denoted by *. The highest evaluated scores for each dataset are bolded.

Model Setting | P R B-AC F-3 Success WSS
Unc 0.10 098 058 032  0.90 0.16
BioBERT Cal(0.95) | 0.10  0.87* 059 029  0.50* 0.31%
Cal(1) 0.10  0.90* 059 030  0.62* 0.27%
Unc 008 090 070 035 042 0.48
= Llama2-7b-ins  Cal(0.95) | 0.08* 091* 0.67% 034  0.50 0.42
) Cal(1) 0.07% 0.93* 064* 033  0.65 0.34
[e)
Q Unc 017 045 067 033 005 0.87
5 Llama2-13b-ins ~ Cal(0.95) | 0.07* 090 058 030  0.50% 0.25%
) Cal(1) 0.06* 094 055 029 0.62% 0.16*
Unc 035 023 058 022 005 0.92
Ensemble Cal(0.95) | 0.09* 093* 070  0.37% 0.50* 0.45%
Cal(1) 0.08* 0.96* 067  035% 0.68% 0.35%
Unc 004 093 054 024 077 0.16
. Cal(0.95) | 0.05 0.80* 055 022  0.50* 0.29%
BioBERT Cal(1) 005 083 055 023 0.53% 0.26
Cal (S) 004 093 054 023 076 0.15
Unc 005 090 066 027 054 0.40
Llama27hoins  Cal(095) | 0.05% 090 066  0.28* 051 0.41
5 Cal(1) 0.05% 0.92* 065 027% 0.56 0.38
3 Cal (S) 005 097* 06%* 026 0.77* 0.22%
S Unc 013 048 067 028 005 0.85
< Llama2-13bans  Cal(095) | 0.06% 087  0.64* 027% 051* 0.39%
3 Cal(1) 0.05% 093  059% 026  0.59% 0.25%
Cal (S) 0.06% 0.87* 063 029  0.54% 0.38*
Unc 016 0.8 052 0.14 0.0 0.86
Ensemble Cal(0.95) | 0.07* 0.86% 071  031*% 0.49* 0.53%*
Cal(1) 0.07% 0.88* 070  0.30% 0.56% 0.49%
Cal (S) 0.04* 1.00* 055  025% 0.97* 0.10%

Benefits of Calibration for Recall Control

Table [8.5|and Table |8.6|present the results obtained when applying calibrated settings with predefined
recall targets.

We find that calibration effectively enables models to meet their recall targets, making them more
suitable for practical implementation in automatic document screening. Under the extrapolation-from-
collection calibration strategy, approximately 50% of topics meet the recall target of 0.95, as indicated
by the success rate. This improves further—ranging from 0.56 to 1.00—when the calibration target is
raised to 1.0. We also compare the performance of three calibrated models: BioBERT, LlaMa2-7b-ins,
and LlaMa?2-13b-ins. Overall, LlaMaZ2-7b-ins achieves significantly better B-AC and WSS compared

to the others. In terms of recall and success rate, all models show comparable performance; LlaMa?2-
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Table 8.7: Comparison of Fine-tuned baseline to our method; Statistical significance, determined
by a Student’s two-tailed paired t-test with Bonferroni correction (p < 0.05), between Uncalibrated
Bio-SIEVE method and others is marked by *.

Model Setting ‘P R B-AC F-3 Success WSS
Original/Calibrated ‘0.232 0.576  0.727 0429 0.111 0.858

Calibrated(Recall=0.95) ‘ 0.102* 0.877* 0.683 0348 0.481* 0471%*
Calibrated (Recall=1) ‘ 0.088* 0.945* 0.666 0.339 0.704*  0.369*
Uncalibrated ‘ 0.078* 0.920* 0.725 0359  0.333 0.513%*
Calibrated (Recall=0.95) ‘ 0.068* 0.935* 0.685 0333 0.481* 0.421%*
Calibrated(Recall=1) ‘ 0.059* 0.990* 0.621* 0311 1.000* 0.241%*
Uncalibrated ‘ 0.400* 0.204* 0.594* 0.199* 0.037 0.972%*
Calibrated (Recall=0.95) ‘ 0.095* 0.937* 0.729 0373 0.519*% 0.500%*
Calibrated (Recall=1) ‘ 0.068* 0.981* 0.630* 0.322  0.889*  0.266*

Bio-SIEVE

LlaMa2-7b-ins

Ensemble

7b-ins performs the same or better in 60% of cases for success rate, and in 40% of cases for average
recall.

Calibration using seed documents is evaluated only on the Seed Collection, as seed studies are not
available in CLEF TAR. Under this method, LlaMaZ2-7b-ins again shows superior recall: 70% of topics
achieve perfect recall, compared to 50% using the extrapolation approach. While calibration with seed
documents generally improves recall, LlaMaZ2-13b-ins demonstrates more variability—possibly due to

inconsistency in the quality and quantity of seed documents across topics.

Effectiveness of Model Ensembling

Table and Table also presents the Ensemble results, obtained by ensambling LlaMa2-7b-ins,
LlaMa?2-13b-ins and the BioBERT baseline. The Ensemble strategy yields consistently higher B-AC
and WSS, when calibrated. Moreover, when pitted against individual generative LL.Ms calibrated with
the same threshold recall, the Ensemble method obtains higher WSS, precision, and F3. Exceptions
are observed in CLEF-2018 and Seed Collection, where the Ensemble strategy registers lower success
rates. Interestingly, the Ensemble’s performance dips in recall when not calibrated. This decline may
be attributed to the model’s aggressive document exclusion strategy, as evidenced by its consistently
high WSS across datasets. Overall, our findings indicate that a calibrated Ensemble approach generally

outperforms single generative LLMs.

Comparison with Fine-Tuned LLMs

Although this study aimed to investigate the effectiveness of zero-shot generative LLMs in systematic
review document screening, we are also interested in comparing our method to the state-of-the-art

fine-tuned model. For this comparison, we consider the Bio-SIEVE approach, a fine-tuned model for
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systematic review document screening, and compare it with our best methods in Table

We also apply our calibration method to Bio-SIEVE. Notably, LlaMaZ2-7b-ins achieves comparable
balanced accuracy (B-AC) to Bio-SIEVE, and our ensemble method slightly outperforms it, though
the differences are not statistically significant.

A more critical observation is Bio-SIEVE’s low recall and success rate when used without calibra-
tion. This is problematic in the context of systematic review screening, where high recall is essential to
avoid missing relevant studies. While calibration improves Bio-SIEVE’s recall, it still underperforms
compared to our zero-shot models under the same calibration setting. These results suggest that
although fine-tuning can improve general classification performance, it must be paired with careful

calibration to be practically effective for systematic reviews.

8.4 Summary of Findings

We conducted a comprehensive evaluation of zero-shot generative LLMs for systematic review
document screening and introduced a calibration method to adjust model outputs for improved
reliability. In addition, we explored an ensemble approach that combines the strongest zero-shot LLMs
with a BioBERT baseline.

Our results highlight the critical role of output calibration in applying generative LLMs to this task.
Calibration enables the system to consistently meet pre-defined recall targets, which is essential for
maintaining the quality and completeness of systematic reviews. It also provides flexibility to adapt
the model to the specific recall requirements of different reviews. Notably, our calibrated ensemble
approach outperforms the current state-of-the-art fine-tuned model, Bio-SIEVE [1935].

We also demonstrated that instruction-based fine-tuning is beneficial in enhancing LLM effective-
ness for screening, whereas QLoRA-based tuning did not yield useful results in this context.

Overall, our findings suggest that zero-shot LLM-based methods can support automatic document
screening in systematic reviews, offering substantial reductions in manual effort without the need for
expensive fine-tuning (either computationally or in terms of annotation cost). The consistent high
recall achieved across diverse review topics indicates that such methods are approaching the level of

maturity required for practical adoption in systematic review workflows.

2Comparison is however not straightforward as Bio-SIEVE used most of the datasets we consider here for fine-tuning;
we then evaluate effectiveness using the only 27 topics from CLEF-TAR that were not used to fine-tune Bio-SIEVE.



Chapter 9

Conclusion

This thesis consideres three research directions: (1) Investigate the effectiveness of seed studies for
automated systematic review screening, as discussed in Part[[, (2) Explor Al techniques to automate or
semi-automate the creation of systematic reivew Boolean query , as discussed in Part|ll} (3) Exam Al
techniques to speed up the systematic review screening process (including screening prioritisation and

screen automation), as detailed in Part

This chapter summarises the findings from the three research directions and highlights respective
future research opportunities and implications. Additionally, it presents a broader outlook on the
automation of medical systematic reviews, discussing the challenges and potential impacts of adopting

such technologies in practice.

9.1 Exploiting Seed Studies

Seed studies are commonly used during the early stages of a systematic review to help guide topic
formulation. They can support processes such as PICO extraction EI, the design of Boolean queries,
and the definition of inclusion and exclusion criteria. Beyond their original use, seed studies can
also play a crucial role in accelerating the review process when integrated with Al-based tools. For
instance, they can be used as exemplar queries to improve the reranking of studies retrieved via Boolean
queries, thereby enhancing the precision of initial search results [213]]. This section provides a detailed
overview of our investigations into how seed studies can be effectively exploited throughout the review
workflow. We also discuss implications for future research, including the integration of seed-based

retrieval with large language models and iterative query refinement techniques.

'PICO stands for Population, Intervention, Comparator, and Outcome. These components are used to frame clinical
research questions in a structured format. Extracting PICO elements from seed studies involves identifying how each
of these components is represented in the study (e.g., who the patients are, what intervention was applied, what it was
compared against, and what outcomes were measured), which can inform the scope of the review and the design of search
queries.
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9.1.1 Summary of Findings

Reproducing Seed-Driven Document Reranking (SDR). SDR is an approach that uses seed studies
as exemplars to rerank retrieved documents, with the goal of improving the relevance of results
in systematic reviews. We conducted a comprehensive evaluation of SDR across multiple CLEF
TAR datasets and found that the original claims generally hold: using the SDR method improves
the effectiveness of document ranking, and further fusion with AES—an embedding-based ranking
approach—Ileads to even greater improvements. In the original SDR implementation, one key idea
is the use of a Bag of Clinical Words (BOC) representation, where both seed studies and retrieved
documents are represented using only clinical terms extracted from UMLS. Our experiments confirmed
that employing this BOC representation, along with appropriate term weighting, can enhance the
overall effectiveness of SDR. However, the fused SDR+AES method showed limited effectiveness on
the CLEF TAR 2019 (intervention) topics. We hypothesise that this is due to topic-type differences:
CLEF TAR 2017 and 2018 included diagnostic accuracy topics, while 2019 focused on intervention
studies, which may exhibit different language and evidence structures. In addition to reproducing
the single-seed setup used in prior work, we explored a variant called multi-SDR, which integrates
multiple seed studies during reranking. Although multi-SDR showed higher average effectiveness
compared to single-SDR, its performance dropped significantly when compared to an oracle-selected
single seed study. This finding suggests that identifying the “best” seed study within a candidate pool
is a critical direction for future research.

Test Collection with Real Seed Studies. While many prior works—including the original SDR
study and our reproduction—refer to the use of “seed studies,” these are often simulated by drawing
from the included studies of a systematic review due to limitations in available datasets. In other words,
the so-called seed studies are selected retrospectively from the final set of included articles, rather
than identified prospectively as in real-world workflows. This poses a methodological problem: using
included studies as seeds gives the model an unrealistic advantage, as it assumes prior knowledge of
which studies are relevant. As a result, such simulations tend to overestimate performance, particularly
in tasks like query formulation, ranking, or screening, where initial uncertainty is a defining character-
istic of real review settings. To address this gap, we developed and released a realistic test collection
containing real seed studies, drawn from the actual documents available to reviewers at the start of the
process. This resource enables more faithful evaluation of seed-based systematic review automation
methods under conditions that better mirror practical use. We have evaluated the seed collection using
two tasks: Automatic Boolean query formulation [213, 214] and SDR method.

For automatic Boolean query formulation, we followed previous work by Scells et al. [214] for
the concept-based approach and Scells et al. [213]] for the objective-based method, and reproduced
both using real seed studies. In our experiments, both methods showed that using real seed studies
consistently outperforms the use of pseudo seed studies in the Boolean query formulation task. This
finding highlights that real seed studies—Ilikely the same studies used in the initial design of the
systematic review’s search strategy—enable a more realistic and meaningful evaluation of query

formulation methods, as they better reflect how such methods would be used in practice. For SDR
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method, empirical results using this collection revealed that relying on pseudo seeds can significantly
overestimate retrieval performance. By contrast, leveraging real seed studies demonstrates tangible
benefits for systematic review automation, particularly when the goal is to reduce screening workload
without sacrificing recall.

This resource has also been adopted in both our own research—such as LLM-based Boolean query
automation (Chapter[5), Screening Prioritisation (Chapter [7)) LLM-based classification (Chapter [§)—as
well as by other researchers [33, 190} [152} 217]]. These studies use the resource to evaluate and refine
seed-driven techniques, ultimately contributing to more robust and practically useful methods for

automated evidence retrieval.

9.1.2 Future Research Directions

Active Learning with Real Seed Studies. Active learning has shown promise for systematic review
automation [48], 250]], but most prior work relies on artificially generated or pseudo seed sets that do
not reflect actual review workflows. Incorporating real seed studies into active learning pipelines
would enable models to learn from genuine examples identified at the start of the review process, rather
than from retrospectively selected included studies. In this approach, an active learning system would
iteratively query domain experts or information specialists to label uncertain documents, using their
feedback to refine both the retrieval model and the working set of seed studies. This iterative loop could
substantially improve review efficiency by continuously adapting search strategies based on authentic
expert input. A particularly promising extension would explore hybrid approaches that combine real
seed studies with pseudo seed studies (i.e., already-screened included studies). Our analysis has shown
that real seed studies differ meaningfully from included studies in their characteristics and coverage. A
hybrid method could leverage the broader terminology and diverse perspectives of real seed studies
during initial retrieval, while incorporating signals from included studies identified during screening
to refine ranking of remaining documents. This combination may yield more effective pipelines for
real-world systematic review automation, as it captures both the exploratory value of authentic seed
studies and the targeted relevance signals from confirmed inclusions.

Seed Study Selection for single-SDR. While multi-SDR has generally improved performance
compared to single-SDR, our experiments also showed that an effectively chosen single seed study
can occasionally match or exceed multi-SDR outcomes. Future work should therefore develop new
methods for seed study selection that automatically identify the most beneficial subset (or even a
single best seed) for a particular review topic. Approaches may include leveraging machine learning to
estimate each seed’s marginal contribution to retrieval performance or employing lightweight topic
modelling to cluster seeds based on thematic coverage. This adaptive selection could yield a more
robust multi-SDR framework that avoids unnecessary redundancy and maximises retrieval gains.

the effectiveness depends on topic characteristics. Mixture approaches could potentially leverage
the broader terminology coverage of real seed studies while benefiting from the refined scope of

included studies. Such hybrid methods might adaptively weight or select from both sources based on
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topic-specific features, potentially achieving better performance than either source in isolation.
Overall, our exploration of seed studies underscores their significant potential in streamlining the

retrieval process for systematic reviews. The strategies, test collections, and methods presented in

this thesis can form the basis for more advanced, robust, and realistic applications of seed-driven

techniques in future work.

9.2 Enhancing Query Formulation

Formulating high-quality search queries is central to the success of systematic review creation. Tradi-
tionally, Boolean queries have relied on the expertise of information specialists to balance recall and
precision. Recent advances in large language models and pretrained BERT-based retrieval models,
offer new ways to automate or augment this process. This section summarises our major findings on

enhancing query formulation and then discusses future avenues to build on these insights.

9.2.1 Summary of Findings

LLM-based Boolean Query Generation. We explored the use of LLMs for generating zero-shot
Boolean queries, finding that they can achieve notably higher precision compared to many existing
automatic methods. However, a consistent trade-off was observed: these LLM-derived queries
sometimes compromised recall, a critical metric in systematic reviews where missing relevant studies
can lead to incomplete or biased conclusions. Guided prompts that provided more specific instructions
to the LLM helped mitigate these shortcomings, suggesting the importance of carefully designed
query-generation prompts. However, guided prompt works only if the best seed study can be selected in
a posthoc fashion: this finding further strengthens the importance of seed study selection in an effective
systematic review automation pipeline. Additionally, a core challenge in applying LLMs to query
formulation is reproducibility. Even with the same input prompt, LLMs can produce varying queries
due to their probabilistic nature. This variability poses practical challenges in systematic reviews,
where transparency and repeatability are essential for trustworthiness. Without robust controls or
constraints, these generative models risk undermining key principles of evidence-based methodologies.

Medical Subject Headings (MeSH) Term Suggestion. Beyond free-text query generation, we
introduce and evaluate both lexical- and BERT-based approaches for suggesting MeSH terms. Our
results show that BERT-based methods generally outperform lexical approaches in identifying relevant
MeSH terms. Notably, BERT-based suggestion methods also outperform ATM, the algorithm originally
deployed in PubMed for automatic MeSH term assignment [1]].

9.2.2 Future Research Directions

Reinforcement Learning (RL) for Query Formulation. Recent work has shown that reasoning-
oriented LLMs trained with reinforcement learning (RL) can significantly enhance output quality

across various tasks [S8]. However, this paradigm has not yet been applied to the specific task of
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Boolean query formulation for systematic reviews. Existing RL-based approaches typically focus on
optimising final outputs using high-level rewards, but offer limited control or interpretability over the
model’s internal reasoning process.

An open question is whether an RL-based model can be trained to formulate Boolean queries by
using feedback from the set of included studies (e.g., as a reward signal), without requiring explicit
supervision over the generation process or intermediate reasoning steps. Such an approach could better
align the model’s behaviour with the goals of systematic review automation, potentially leading to
more transparent, effective, and adaptable query construction.

Boolean Formulation with MeSH Editing. We have developed and evaluated several MeSH term
suggestion methods that achieve promising accuracy, but still require manual refinement to ensure
correctness when used in large-scale Boolean queries. Meanwhile, Boolean queries generated by LLMs
often suffer from incorrect or hallucinated MeSH terms, as specified in Chapter[5] a known limitation
of LLMs [103]]. As a result, automatically formulated Boolean queries may incorporate erroneous
or suboptimal controlled vocabulary. Inspired by recent advances in posthoc response editing [75]],
future work could explore an integrated pipeline that couples automated Boolean query generation
with real-time MeSH term validation and correction. In this setup, a dedicated submodule could work
as a tool to dynamically identify and revise inaccurate MeSH terms during query construction. Such
an approach would reduce the manual burden on information specialists and significantly improve the
reliability and quality of automatically generated queries.

Human-AI-Collaborative Query Formulation. While fully automated approaches promise
efficiency gains, systematic review query formulation may benefit most from a human-in-the-loop
paradigm that leverages the complementary strengths of both information specialists and Al systems.
Current automated methods somtimes struggle to capture domain-specific nuances, while purely
manual approaches remain time-intensive and may miss optimisation opportunities that machine

learning models could identify. A collaborative framework could operate through several mechanisms:

* Interactive Query Refinement: LLMs could propose initial Boolean queries that information
specialists iteratively refine through a conversational interface, with the model learning from
expert feedback to suggest progressively improved formulations. This approach would preserve
human expertise in the loop while reducing the cognitive burden of constructing complex queries

from scratch.

* Explanation and Justification: Al systems could provide transparent reasoning for their query
suggestions, highlighting which terms target specific inclusion criteria or explain the rationale
behind particular Boolean operators. This interpretability would enable specialists to quickly

validate or correct automated suggestions, fostering trust and facilitating knowledge transfer.

* Active Learning for Query Components: Rather than generating complete queries, Al systems
could suggest individual query components (search terms, MeSH headings, Boolean combina-
tions) ranked by predicted utility, allowing experts to selectively incorporate elements they judge

most appropriate while maintaining control over the final query structure.
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Such collaborative systems would address key limitations of fully automated approaches—namely,
lack of domain adaptability and reproducibility concerns—while substantially reducing the manual
effort required in traditional query formulation. Moreover, interaction logs from these systems could
generate valuable training data for future model improvements, creating a virtuous cycle of human-Al
collaboration.

Hybrid Automatic Approaches: Combining Traditional and LLM-based Methods. While
LLM-generated queries can excel in precision, they sometimes struggle with recall. Conversely,
traditional lexical or structured approaches (e.g., Boolean expansions) can maintain broad coverage but
risk retrieving large quantities of irrelevant documents. A promising direction involves hybrid methods

that fuse the strengths of both worlds:

» Semantic and Lexical Fusion: Combine lexical indicators (e.g., BM25, keyword expansions)
with deep semantic signals (e.g., BERT-based embeddings), potentially improving retrieval

across a wide range of topics.

* Dynamic Re-ranking: Use LLM-generated queries to refine a first-pass retrieval from a lexical

approach, or vice versa, based on iterative feedback or known relevant seeds.

Effective hybrid systems might yield a more balanced performance profile, improving both recall and
precision without excessively increasing reviewer workload.

Overall, our work on query formulation demostrates the utility of advanced NLP techniques and
the need to balance innovation with the reproducibility requirements of systematic review methodology.
In combination with active learning, advanced seed-driven retrieval, and other approaches, LLM-based
query generation and semantic enrichment hold substantial promise for shaping the next generation of

automated systematic review platforms.

9.3 Optimising Screening

Screening is a critical step in systematic reviews, as it determines which documents will be included
for further assessment and which can be safely discarded. It is also typically the most time-consuming
phase in the systematic review process, often requiring the manual assessment of thousands of
documents. Therefore, improvements in screening efficiency and effectiveness can substantially reduce
the time and cost associated with large-scale evidence synthesis. This section discusses our findings on
optimising screening methods using state-of-the-art neural rankers and large language models (LLMs),

followed by opportunities for future research.

9.3.1 Summary of Findings

Effectiveness of Fine-Tuned Neural Rankers for Screening Prioritisation. Screening prioritisation
refers to the task of ranking documents so that the most relevant ones are reviewed earlier in the

screening process. By identifying eligible studies earlier, this approach can accelerate downstream
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review stages—such as full-text screening, data extraction, and analysis—even if the total screening
workload remains unchanged. These downstream tasks are often carried out by separate teams of
researchers, so early identification of relevant studies can help parallelise efforts and improve overall
review efficiency. As a result, screening prioritisation contributes to reducing the total time required to
complete a systematic review, leading to more timely publication of systematic review findings. In our
experiments, we find that neural BERT-based rankers fine-tuned on relatively small labeled datasets
demonstrated substantial improvements over zero-shot rankers. In many cases, their effectiveness
approached that of established iterative screening methods. These findings underscore the practicality
of integrating neural models into the screening process, as fine-tuning can be accomplished with

limited annotation effort.

Boolean Queries vs. LLM-Generated Queries for Screening Prioritisation. Much prior work
on screening prioritisation—including in our own baseline experiments detailed in the previous
point—relied on the assumption that a final review title could be used to rank documents. However,
this setup is inherently post hoc, since such titles are only available after the review has been completed.
In realistic screening workflows, reviewers typically begin with manually constructed Boolean queries
to retrieve candidate documents. To model this early-stage scenario more faithfully, we evaluated
the use of Boolean queries as inputs for screening prioritisation. Directly using Boolean queries as
inputs to neural rankers, however, proved largely ineffective. This is likely due to several factors:
their complex and rigid logical structure, unnatural syntax, and—crucially—their length, which often
exceeds the 512-token input limit of BERT-based rankers. As a result, important parts of the query

may be truncated or poorly represented in the model’s input encoding.

To overcome these limitations, we explored whether LLMs could translate Boolean expressions
into natural language queries more compatible with neural rankers. The LLM-generated queries
consistently outperformed both the original Boolean queries and the working titles used in prior
simulations. Notably, their performance approached that of the final review titles, despite being
based solely on inputs available at the beginning of the screening process. Additionally, combining
rankings from Boolean and LLM-generated queries via a simple rank-fusion method led to further
gains, suggesting the two input types offer complementary information. However, we also note
that this approach introduces new challenges: LLM-generated queries can vary significantly across
generations due to prompt sensitivity and inherent randomness, leading to inconsistent performance.
Addressing this variability will be essential for practical deployment. Future work may explore
ensemble methods or selective query fusion strategies that aggregate multiple LLM-generated variants

to improve robustness in screening workflows.

Calibration for LLM-Driven Automated Screening. We investigated the use of LLMs to directly
assess whether a retrieved document should be included or excluded—entirely bypassing human
reviewers. This zero-shot classification approach has the potential to significantly reduce the labour
involved in screening. However, we found that it often fails to meet the high recall requirements
expected in systematic reviews, where missing even a small number of relevant studies can undermine

the validity of the review.



158 CHAPTER 9. CONCLUSION

To address this, we explored simple forms of calibration, such as adjusting decision thresholds
or using model confidence scores, which can substantially improve recall. While these strategies
bring automated screening closer to practical utility, they also introduce new sources of complexity:
thresholds must be carefully tuned, and performance can vary across domains. Thus, although LLM-
driven screening is promising, it remains imperfect and should be approached with caution in high-
stakes review settings. Importantly, this work considers a relatively simple, pointwise classification
approach—where documents are judged independently and in isolation. It provides a foundation
for more sophisticated future directions, including agentic LLMs that engage in multi-step decision-
making, interactive query refinement, or justification-based screening. As model capabilities advance,
we expect this line of work to evolve into richer, more dynamic screening pipelines that integrate

planning, context-awareness, and real-time human feedback.

9.3.2 Future Research Directions

Low-Latency Iterative Screening. Traditional iterative screening methods can be time-consuming or
computationally demanding, making them difficult to deploy in real-world workflows where expert
assessors review studies in near real time. Future work should focus on low-latency iterative approaches

that can:
 Rapidly retrain or update the ranking model after each batch of expert feedback.

* Efficiently incorporate new relevance assessments without requiring a complete reprocessing of
the dataset.

Techniques like online learning or incremental model updates could help ensure that human experts
need not wait extended periods for updated screening ranks, thus facilitating more fluid collaboration
between human and machine.

Query Performance Prediction. Multiple queries (e.g., from different LLM prompts) can yield
diverse results, both in recall and precision. Developing task-specific query performance predictors

for systematic reviews would:
* Help identify high-quality queries with minimal user intervention.
* Guide adaptive ensemble methods by weighting or selecting the most promising query strategies.

Although query performance prediction has been studied in general information retrieval [12], it
remains under-explored in systematic review contexts, where missing a relevant study has high costs.

End-to-End Training. Many current methods treat query formulation and document ranking as
discrete steps, often relying on final review titles or extensive domain-specific fine-tuning. A promising

research direction is end-to-end training:

* Integrated Pipeline: Instead of separating query generation from the ranking step, we could train
both components simultaneously, so the model learns to generate queries that directly optimise

downstream screening performance.
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* Avoiding Final Titles: Research in systematic review automation should rely less on finalised
systematic review titles, which are often only available post hoc, and more on automatically

generated or partially specified queries that can still guide effective retrieval.

An end-to-end approach could potentially remove the dependency on manual or post-completion
inputs, paving the way for a more autonomous and continuous screening workflow.

Automatic Screening Using Reasoning Models. While existing LLM-based methods can achieve
acceptable recall with calibration (e.g., recall satisfaction thresholds), they often suffer from low
precision and lack a transparent reasoning pipeline for inclusion/exclusion decisions. Future work

could consider:

* RL-Driven Reasoning: Train reinforcement learning models to optimise a “reasoning” step
by assigning rewards based on agreement with final inclusion/exclusion decisions drawn from

actual systematic review data.

 Structured Decision Pipelines: Integrate domain knowledge or hierarchical rules (e.g., PICO
elements) into the reasoning process, offering more interpretable justifications for automated

decisions.

A robust RL-based reasoning model might significantly enhance precision by explicitly modelling
how complex criteria are applied, thereby making automatic screening both more accurate and more
transparent.

Overall, the exploration of neural rankers, query generation, and ensemble methods in this thesis
illustrates the viable paths toward more efficient, accurate screening processes for systematic reviews.
By focusing on low-latency updates, better query performance prediction, and fully integrated training
pipelines, future research can further reduce the manual burden on expert reviewers while maintaining

the high level of recall vital for evidence-based decision-making.

9.4 Broader Outlook

The three research directions explored in this thesis—exploiting seed studies, advancing query formu-
lation, and optimising screening—demonstrate the promise of more realistic, adaptable, and effective

systematic review automation. Our findings highlight:

* The necessity of realistic resources and evaluation frameworks (e.g., test collections) that account

for the complexities of real-world review creation.

* The potential for Large Language Models and other neural methods to generate high-performance

queries or ranking approaches, given appropriate control and reproducibility measures.

* The value of ensemble and calibration strategies to ensure essential recall targets while taking

advantage of state-of-the-art retrieval methods.
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As systematic reviews grow in volume and complexity, the demand for faster, more reliable
automation will only increase. This thesis offers a robust foundation for future research on low-latency
active learning, more sophisticated MeSH-based enhancements, multi-SDR methods without oracle
selection, and fully integrated end-to-end pipelines. By continuing to refine these Al-driven tools and
workflows, researchers can significantly reduce the time and cost of conducting systematic reviews,

ultimately improving the timeliness and quality of health and policy-related decision-making.

9.5 Discussion and Limitations

This section discusses the broader implications and limitations encountered during my PhD process,
reflecting upon the evolving landscape of IR research community and its impacts on the conducted
studies in this thesis.

Firstly, the trajectory of my PhD highlights significant shifts within the IR research community.
At the beginning of my PhD in 2021, the dominant focus was on encoder-based models, such as
BERT, which works at the best after tuning with numerous samples for generating embeddings,
ranking documents, and performing classification tasks [61]. These encoder-based models consistently
outperformed earlier methods, establishing a new state-of-the-art standard. Although decoder-based
models, such as GPT-2, existed at that time, their application within IR was less prevalent [[185,|186].
This was primarily due to their architectural design, which is optimised for generative tasks rather than
the discriminative tasks central to IR applications. Consequently, encoder-based models remained the
preferred choice for IR tasks during that time.

However, the release of ChatGPT in late 2022 marked a significant turning point, rapidly shifting
research interest toward decoder-only models capable of instruction-following, generating coherent
and contextually relevant outputs, and functioning effectively as assistant agents or direct-answer
generators. Consequently, this shift had a substantial influence on my systematic review automation
research. Many of the earlier methods developed in this thesis are heavily rooted in encoder-based
(BERT-based) approaches, such as those works focusing on MeSH Term suggestion and screening
prioritisation. In contrast, methods developed later in my PhD increasingly leveraged the capabilities
of decoder-only models, such as those that uses LLMs to formulate Boolean query directly, or directly
replacing human labours for screening. Notably, our SIGIR paper [264] was among the first to
demonstrate the potential of ChatGPT in automating Boolean query generation for systematic reviews.

This shift inherently introduces limitations into the conducted research. The methods developed
and evaluated earlier in the PhD may not fully leverage the latest advancements in generative models,
potentially limiting their effectiveness and generalizability in contemporary applications. Moreover,
rapid advancements in generative Al technology suggest that techniques described later in the thesis
might quickly be superseded by more advanced approaches. As a demonstration of this, our extensive
2025 evaluation of LLLMs for generating systematic review Boolean queries was not a direct repro-
duction of our original 2023 work [264], but of a 2024 reproduction of that work by Staudinger et al.

[230]—underscoring how rapidly methods in this area evolve and require continual re-evaluation.
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Additionally, another limitation of this thesis stems from the datasets and benchmarks used.
Systematic review datasets typically evolve slowly, making it challenging to assess the cutting-edge
effectiveness of newly developed methods. Furthermore, systematic review processes rely heavily on
domain-specific expertise, posing a challenge to fully capture the nuances and complexities within
automated systems, especially when evaluating across multiple domains or contexts.

Lastly, the inherent variability and non-determinism observed in generative models, particularly
decoder-based LLMs, pose practical challenges. Reproducibility and consistent effectiveness remain
significant concerns, as demonstrated by variability in query generation effectiveness across repeated
experiments with the same models and prompts.

In summary, the evolution of the IR community during the PhD process from encoder-based
to generative decoder-based models has shaped the research approaches and introduced specific
limitations. Addressing these limitations requires ongoing research, continual refinement of evaluation

methods, and adapting to the rapidly evolving landscape of IR and generative Al.
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